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ABSTRACT
Educational process data, i.e., logs of detailed student activities in computerized or online learning platforms, has the potential to offer deep insights into how students learn. One can use process data for many downstream tasks such as learning outcome prediction and automatically delivering personalized intervention. However, analyzing process data is challenging since the specific format of process data varies a lot depending on different learning/testing scenarios. In this paper, we propose a framework for learning representations of educational process data that is applicable across many different learning scenarios. Our framework consists of a pre-training step that uses BERT-type objectives to learn representations from sequential process data and a fine-tuning step that further adjusts these representations on downstream prediction tasks. We apply our framework to the 2019 nation’s report card data mining competition dataset that consists of student problem-solving process data and detail the specific models we use in this scenario. We conduct both quantitative and qualitative experiments to show that our framework results in process data representations that are both predictive and informative.
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1. INTRODUCTION

Student modeling is a key research area in educational data mining (EDM) since it produces estimates of individual factors that affect learning outcomes, including knowledge factors and psychosocial factors such as affect and interest. These estimates can be used to inform personalization, either by i) providing feedback to help teachers and instructors monitor student progress and intervene if necessary or ii) providing personalized learning activity recommendations directly through digital learning platforms. There exist a wide range of student models, from those that analyze student responses to questions, such as item response theory models for knowledge tracing, to those that analyze student activity within digital learning platforms.

Educational process data, i.e., data that logs detailed student activity in digitized learning/testing environments, offers us an opportunity to look deeper into the process of learning for each individual student. One can use this process data in many ways: First, standalone process data, especially data from intelligent tutoring systems, learning management systems, or massive open online courses (MOOCs), can help us capture student behavioral patterns and predict future learning outcomes or help prevent early dropout. Second, process data during assessments, such as the dataset used in the 2019 nation’s report card (NAEP) data mining competition, can help us reconstruct the exact process behind how students construct their response to a question. This reconstructed process can potentially help us improve our estimate of student knowledge levels more than using only observed response. Therefore, due to these potential benefits and the availability of such data as digital learning becomes prevalent, there is a significant recent interest among the EDM community in analyzing process data, demonstrated by the successful workshop on process analysis methods for educational data at EDM 2021.

One key challenge in educational process data analysis is how to represent process data. This problem is both challenging and important: it is challenging since process data has many different forms, including student activity logs, video-watching clickstreams, keystrokes, and problem-solving clickstreams. Therefore, existing methods for representing process data are largely domain-specific, i.e., they are developed for a particular form of process data. The problem of how to represent process data is also important since these good representations lead to better performance in downstream tasks, as evident in recent advances in other fields: pre-trained language models such as BERT in natural language processing and contrastive learning-based representations in computer vision. The idea is simple: since we often lack a large amount of labels on the variable of interest in the prediction task, e.g., student learning outcomes, using these labels to learn representations of student process data in a supervised learning setup is not desirable. Instead, we start with using the rich process data itself in a pre-training step to learn representations through self-supervised learning before fine-tuning these representations in the actual downstream prediction task. This setup has been demonstrated to learn informative representations of raw data, resulting in state-of-the-art downstream prediction accuracy.
1.1 Contributions

In this paper, we propose a generic framework for representation learning from educational process data and apply it to the NAEP Competition dataset \[23\]. Our contributions can be summarized as follows:

- We outline a two-stage process for representation learning on process data: First, we detail how to learn process data representations in a pre-training setup using objectives similar to that used in BERT. Our method is applicable to process data that comes in the format of time series. Second, we detail how to fine-tune these representations and use them in a downstream supervised learning task, e.g., predicting learning outcomes.

- We apply our framework to a specific type of process data: problem-solving clickstreams as students take an online NAEP assessment \[2\]. We detail the specific components of the representation learning and downstream prediction models that we use for this dataset.

- We conduct a series of quantitative experiments to show that our framework outperforms existing methods in a series of downstream prediction tasks. We also conduct a series of qualitative experiments to show that our framework is able to learn meaningful process data representations.

2. RELATED WORK

There are many existing methods for analyzing educational process data. First, we can use association rule mining \[16\] to discover frequent if-then rules among various variables of interest among student activity \[19\]. This method leads to highly interpretable results but is limited to only binary-valued variables, e.g., whether a student spends more than average time on a learning resource. Second, we can use graphs (see the EDM 2017 Workshop \[18\]) or Markov models \[11\] to reflect the sequential nature of student activities and extract frequent transition patterns between activity types. These methods also give us an intuitive understanding of student learning processes but are limited to only analyzing the type of activities (e.g., each type is represented by a node in the graph).

For the prediction of variables of interest from process data, often student learning outcomes, there are two types of existing methods. The first type uses feature engineering \[4, 5, 15, 20, 22, 31\] plus classification, i.e., developing a set of hand-crafted features that summarize student activities as representations of raw process data followed by training a classifier on these features to predict student outcomes. The latter two methods were specifically designed for the NAEP Competition data (see \[3\] for background on NAEP process data) and have achieved good results; in fact, the top entries to the competition all rely on feature engineering-based process data representations. The second type uses deep learning to learn latent vectorized representations of raw process data, often using recurrent neural networks \[5\]. These methods excel at predictive accuracy on the downstream prediction task but often lack interpretability to some degree compared to hand-crafted features. Our pre-training setup has some similarities with that proposed in \[5\], with the main difference being that we use BERT-type objectives while \[5\] uses a sequence-to-sequence autoencoder setup.

3. METHODOLOGY

In this section, we detail our framework for pre-training and transfer learning on educational process data that encompasses many real-world educational scenarios. The basic ideas behind our framework follow from those in natural language processing (NLP) research but are adapted for student learning process data. There are three main technical components in our framework:

- The process model, which takes a student’s process data as input and produces its latent representation vectors as output.

- The pre-training objectives, which are a series of prediction tasks that we use in a self-supervised pre-training phase on the process data to learn its representations via the process model.

- The transfer function, which adapts the output of the process model, i.e., the latent representations of process data, for use in a downstream learning outcome prediction task.

Before we detail the three components individually, we emphasize that our framework can be applied to any educational process data that is in the form of time series. Specifically, let \(e_1, \ldots, e_T\) denote the sequence of events that reflect student \(i\)'s learning process, where each entry \(e_t = (a_t, m_t)\) represents the event at a discrete time step \(t\), with a total of \(T\) time steps. \(a_t\) and \(m_t\) are the type and (actual) timestamp of the event for the student at the time step, respectively. We note that these two aspects are universal to almost any process data format; however, depending on the specific educational scenario, there may also be additional information associated with each event (or groups of events): for problem solving process data, each event can also contain information on the correctness of the student’s current attempt \[5\], while for video-watching process data, each event can also contain information on the relative timestamp within a video \[14\]. We refer to these additional features as \(f_t^i\). In what follows, for simplicity of exposition, we will discuss the process data for a single student and drop the student index \(i\) unless necessary.

Process model. We can represent the process model as a function \(P_\theta\) with \(\theta\) being its set of parameters, which takes as input the raw event sequence and produces a series of latent event representation vectors as output:

\[
\mathbf{z}_1, \ldots, \mathbf{z}_T = P_\theta(e_1, \ldots, e_T),
\]

where vector \(\mathbf{z}_t\) is the latent representation of \(e_t\). We can use many different types of models as the process model, depending on the specific process data; one possible choice

\[\text{Examples of NAEP assessments can be found using the NAEP question tool at } \text{https://nces.ed.gov/NationsReportCard/nqt/Search}\]
is to use recurrent neural networks where \( z_t \) depends on all previous events, \( e_1, \ldots, e_t \). Another possible choice is to use attention-based models like the Transformer \([27]\) that can provide fully contextualized representations where \( z_t \) depends on all previous and future events, \( e_1, \ldots, e_T \). Once we pre-train the model using a series of objectives on the process data itself, we refer to the parameters as \( \theta^* \).

**Pre-training objectives.** Since the amount of data labels accompanying process data, e.g., learning outcome indicators, can be limited, learning good process data representations using these labels may be unrealistic. Therefore, we design a series of pre-training objectives defined on the process data only to help us learn a good representation, \( P_b(\cdot) \), an approach known as self-supervised learning. In our framework, we employ learning objectives similar to those in BERT \([10]\): we predict \( a_t, m_t \) using some subset of \( z_1, \ldots, z_T \). For different process model choices, this subset should be chosen differently to prevent information on the current event being leaked into its prediction. Moreover, depending on the specific educational scenario, we may include additional objectives for our pre-training task using additional event features \( f_t \). Formally, we define our pre-training objective, \( L_{PT} \), as

\[
L_{PT} = \sum_{t \in [1, \ldots, T]} \left( \mathcal{L}_a(a_t, \hat{a}_t) + \mathcal{L}_m(m_t, \hat{m}_t) + \mathcal{L}_f(f_t, \hat{f}_t) \right),
\]

where \( \mathcal{L}_a, \mathcal{L}_m, \) and \( \mathcal{L}_f \) denote the event type, timestamp, and (optional) additional feature prediction losses, respectively, and \( \hat{a}_t, \hat{m}_t, \) and \( \hat{f}_t \) denote predicted values. By minimizing this pre-training objective, we aim at learning good representations of raw process data that are predictive of the events.

**Transfer function.** After the process model is pre-trained, we aim at transferring the representations it learned to downstream tasks on learning outcome prediction where \( y \) is the label for a student’s learning outcome. We use a transfer function, \( Q_{\hat{y}} \), that takes as input a student’s event sequence representations and predicts the learning outcome, \( \hat{y} \), as output, i.e.,

\[
\hat{y} = Q_{\hat{y}}(P_b(e_1, \ldots, e_T)).
\]

We train this transfer function on the downstream prediction task by minimizing the prediction loss on the learning outcome label, \( L_{PT}(y, \hat{y}) \). Specifically, we learn the parameters of the transfer function, \( \phi \), from scratch, while we fine-tune the parameters of the process model, \( \theta \) (initialized to \( \theta^* \)), by backpropagating the gradients. Alternatively, we may choose to freeze the process model’s parameters and not update it while only learning \( \phi \) during the fine-tuning phase.

**4. APPLICATION TO NAEP PROCESS DATA**

In this section, we apply our methodology to several learning outcome prediction tasks using the NAEP 2019 competition dataset \([23]\). The dataset contains clickstream logs from students working on two blocks of online NAEP assessments. Students are given a time limit of 30 minutes per block, in which they can complete questions in any order. The questions vary in type, including multiple choice, matching, fill in the blank, and “mixed” types. Each event in the log represents a single student action, such as selecting an option in a multiple choice question, typing a character into an answer field, turning on the calculator tool, using the navigation bar to proceed to the next question, etc. Each raw event in the log contains the student ID, question ID, question type, event type, timestamp, and possibly additional event-specific information such as the target of a click event or the field and character of a key press event. To apply our framework to the NAEP assessment scenario, we process each event so that it has the form \( e_t = (a_t, m_t, q_t, c_t) \), where \( a_t \) is the event type, \( m_t \) is the number of seconds since the student started the test, \( q_t \) is an identifier for the current question, and \( c_t \) is a response status, which we describe in more detail next. Note that \( f_t \) now consists of \( q_t \) and \( c_t \) since these features are relevant to the NAEP assessment scenario of question responding activity. We additionally define a visit to a question as a contiguous sequence of events that are part of the same question, which is relevant since students may return to previously visited questions at any time within a block.

We define the response status \( c_t \) for each event to be either correct, incorrect, or incomplete. For each event during a student’s visit to a question, we maintain a state indicating the current response and update it as the student performs actions. At the last event of the visit, if all fields have been filled out, we assign correct or incorrect by comparing the response state to acceptable answers. If some relevant fields have not been filled out, we assign incomplete. We copy the response status of the final event in a visit and assign it to every event in the visit, rather than adjusting the response status throughout the visit, in order to handle potential ambiguity between incomplete and incorrect responses. We collected correct answers from the online NAEP question tool except for the five questions that are not available there. For these, as suggested by \([22]\), we took the majority answer among the top 100 performing students to be correct, which yielded 78-98% agreement.

**4.1 Process Model**

We use a Bidirectional Long Short-Term Memory network (Bi-LSTM) \([14]\) as our process model. An LSTM is a popular type of RNN that is often used for time series data. A bidirectional LSTM runs two independent LSTM models in parallel: a forward LSTM that processes the sequence in order, and a backward LSTM that processes the sequence in reverse. The forward LSTM’s hidden state at time step \( t \), \( \tilde{h}_t \), depends on all previous events, i.e., \( e_1, \ldots, e_t \). The backward LSTM’s hidden state at time step \( t \), \( \tilde{h}_t \), depends on all future events, i.e., \( e_t, \ldots, e_T \). Therefore, the output of the process model is this set of contextualized representations of all events, \( \{ \tilde{h}_1, \tilde{h}_2, \ldots, \tilde{h}_T \} \).

We also experimented with a Transformer encoder model, but found it to be less effective than the Bi-LSTM on our dataset, possibly due to overfitting on the NAEP competition data with limited scale.

Since the input to the Bi-LSTM model at each time step must be a vector, we introduce a vectorized form, \( e_t \), of
Each event. We use learnable embeddings \(emb_h\) and \(emb_q\) to represent \(a_t\) and \(q_t\) respectively, and one-hot encoding to represent \(c_t\). We concatenate these representations to form \(e_t = (emb_h(a_t), emb_q(q_t), \text{onehot}(c_t), m_t)\). We chose to use one-hot encoding for \(c_t\) instead of embeddings since there are only three possible correctness states.

### 4.2 Pre-training Objectives

We now detail the objectives that we use to pre-train our process model. We design separate objectives to predict the event type, timestamp, and response status of each event.

We design the process model to accept the events of a single process. We design separate objectives to predict the event type, timestamp, and response status of each event at each time step, we leverage the full context of information from \(e_t - \rightarrow e_{t+1}\) at each time step, we leverage the full context of information from \(e_t - \rightarrow e_{t+1}\). Since \(h_{t-1}\) uses on information from \(e_1, \ldots, e_t\), and \(h_{t+1}\) uses on information from \(e_{t+1}, \ldots, e_T\), we use \(z_t = (h_{t-1}, h_{t+1})\), which includes information on all events except \(e_t\), to predict \(a_t\). We pass \(z_t\) through a linear prediction head, \(P_t\), use the softmax function \([12]\) to get a probability distribution over possible event types, and use cross-entropy (CE) to calculate the loss. The event type prediction loss is formally given by

\[
\mathcal{L}_e(e_t) = CE(softmax(P_a(z_t)), a_t).
\]

For the timestamp prediction objective, we use a similar setup as event type prediction. We select the same process model outputs for the predictive state, \(z_t = (h_{t-1}, h_{t+1})\). We then use a linear prediction head, \(P_t\), to obtain a single output value. Then, instead of using \(m_t\) directly as the prediction target, we define a new target called the time ratio, which we define as

\[
r_t = \frac{m_t - m_{t-1}}{m_{t+1} - m_{t-1}}.
\]

The time ratio represents at what portion of time \(m_t\) occurs between the prior and following events, and will always have a value between 0 and 1. Since \(r_t\) is undefined at the first and last time steps of a sequence, we set its values there to 0 and 1, respectively. We then use binary cross-entropy (BCE) to compute the timestamp loss as

\[
\mathcal{L}_m(e_t) = BCE(\sigma(P_m(z_t)), r_t),
\]

where \(\sigma\) is the sigmoid function. The advantage of this loss over mean squared error (MSE) with exact timestamp as the prediction target is that since time lapses between student events can be very short or very long, the time prediction loss for each event is treated more equally, without having to adjust to the scale of the time lapse.

### Response Status Prediction

We predict response status the same way as we predict event type: using a linear prediction head on top of \(z_t\) to predict \(c_t\) and minimizing the corresponding CE loss, \(\mathcal{L}_c(e_t)\). Unlike event type and timestamp, the model can directly infer response status from the input since it is given as input for any event in a given visit. Nevertheless, we found this prediction objective helpful since it effectively encodes the response status in the process model’s output, which benefits downstream prediction tasks we study in this paper.

Combining the event type, timestamp, and response status prediction losses, we arrive at the final pre-training objective for a student’s event sequence for an individual question:

\[
\mathcal{L}_{PT} = \sum_{t \in \{1, \ldots, T\}} \mathcal{L}_e(e_t) + \mathcal{L}_m(e_t) + \mathcal{L}_c(e_t).
\]

By minimizing \(\mathcal{L}_{PT}\), we train the process model to reconstruct its input using surrounding context in a self-supervised learning setup, thus encoding relevant information in its latent states as a result. Next, we show how we transfer the learned process model and latent event representations to downstream prediction tasks.

### 4.3 Transfer Learning

We now detail a transfer function, \(Q_{\phi}\), that produces a fixed-size output for a downstream prediction task, given the latent states of the process model as input. For the purpose of transfer learning, we define the outputs of the process model to be \(z_1, \ldots, z_T = ((\hat{h}_1, \hat{h}_1), \ldots, (\hat{h}_T, \hat{h}_T))\). This setup results in each \(z_t\) containing contextualized information that is relevant to the input at time step \(t\), as was ensured by the pre-training process. The task now becomes how to use each \(z_t\) in a way that will minimize prediction loss for the downstream prediction task. For architectures that use RNNs, it is common to use the final hidden state of the RNN as the input to a linear layer to make predictions, which in our case would be \(z_T\) for the final forward LSTM state and \(z_t\)}
for the final backward LSTM state. However, RNNs tend to suffer from a bottleneck problem, where hidden states tend to remember information that they obtained recently and forget information from the distant past [2]. We can circumvent this issue by using all \( z \) and forget information from the distant past [2]. We can tend to remember information that they obtained recently to suffer from a bottleneck problem, where hidden states for the final backward LSTM state. However, RNNs tend each question to generate a final prediction for a student. Figure 2: The transfer function, which includes an attention module and neural network, uses the process model’s output for each question to generate a final prediction for a student.

We note that \( \hat{y} \) can have any dimension or type: it may be compared directly to the label of a downstream task, or it may be used in the computation of another prediction task, as we detail in the next section. As long as we define a differentiable loss function on \( \hat{y} \), we can learn the parameters of \( Q_{\phi} \) and \( P_{\theta} \) from data.

4.4 Item Response Theory

A popular framework for making predictions at the question level is item response theory (IRT) [17]; we now detail how to enhance it with behavioral data. The goal of IRT (the 1PL version) is to learn ability attributes for students and difficulty attributes for questions and use them to make predictions of student performance on questions. Given a series of scored student responses, the attributes can be learned by maximizing the likelihood of

\[
P(Y_{ij} = 1) = \sigma(k_i - d_j),
\]

where \( Y_{ij} \) is 1 when student \( i \) gets question \( j \) correct and 0 otherwise. \( k_i \) is the ability of student \( i \) and \( d_j \) is the difficulty of question \( j \). We learn these attributes by minimizing the binary cross-entropy loss between the predicted probability and the actual correctness label.

We propose a way to augment IRT by adding a new behavior term, which adjusts the predicted correctness probability based on observed behavioral data from the student. Specifically, the formulation becomes

\[
P(Y_{ij} = 1) = \sigma(k_i - d_j + B_{ij})
\]

where \( B_{ij} \) is a scalar representation of the behavior of student \( i \) while solving question \( j \). We set \( B_{ij} \) to be the target of a transfer learning task, and train a predictor for it using our transfer learning approach as

\[
B_{ij} = Q_{\phi}(P_{\theta}(e_{ij}^1, q_{ij-1}^1)).
\]

By minimizing the binary cross-entropy loss, we train \( Q_{\phi} \) and \( P_{\theta} \) in tandem with \( k_i \) and \( d_j \). We must also remove response status from \( c_{ij}^1 \) and not perform the response status...
pre-training objective because the response status contains correctness information, which is the goal of this task.

It is important to note that we choose IRT models to augment with behavioral data since it is suitable for NAEP assessments; one can safely assume that student knowledge/ability remains constant during the assessment. In other scenarios such as continuous learning while responding to questions, previous work has studied how to augment knowledge tracing models with behavioral data [5].

5. EXPERIMENTS
In this section, we present the experimental results of our framework applied to the NAEP competition data on several learning outcome prediction tasks. We compare our framework to several existing baselines for both the NAEP process data and other process datasets. We finally investigate the interpretability of the process model’s latent representations using visualizations and qualitative analysis.

5.1 Baselines
We describe two alternate methods that we compare our framework against: one feature engineering-based method, and another autoencoder-based method.

Feature Engineering. Feature engineering (FE) is a prediction technique where one manually defines a set of features that summarize a student’s process data, e.g., the average amount of time spent per question, followed by training a classifier on top of these features for the prediction task. This technique has found tremendous success on many types of educational data, although a disadvantage is that significant engineering effort needs to be spent on defining and implementing these features, whereas some neural network-based architectures can automatically learn (uninterpretable) features.

To compare FE to our framework, we used the method of the 2nd place submission from the NAEP 2019 competition [22]. Their technique calculates a large number of features for each student activity sequence, most of which are related to timing and correctness. They then use a genetic algorithm (GA) to select the best set of features for a target prediction label. Finally, using the optimal feature subset, they train a large group of models and ensemble them to produce a final prediction for the task. We re-ran their GA and ensemble algorithms to obtain predictions for our per-student prediction label.

Autoencoders. To compare our framework to an existing neural network-based method in a similar setting, we adapted the CKT technique developed in [5], which uses student problem solving process data for the downstream task of knowledge tracing (KT). Their technique uses an autoencoder training setup to generate a single latent vector for each student’s activity sequence on a single question. Specifically, it channels the final hidden state of an encoder RNN, after all input events have been processed, into a bottleneck vector, which serves as the representative state for the sequence. The bottleneck vector is then fed to the start-

5.2 Per-Student Labels
We first evaluate our method on two sets of per-student labels, each of which represents some property of a student’s performance in the second block of the exam, predicted using data in the first block only. We refer to the first block as block A and the second as block B. We note that we don’t evaluate our method on the NAEP competition label because it yielded high variance in test results and a large difference between validation and test performance in experiments; its usefulness and interpretability is also questionable, as noted by [32]. We thus designed the following two labels for evaluation:

- The score label, which is a binary indicator of if a student scored above or below the average for block B.
- The per-question label, which is a vector of binary indicators of if a student was correct or incorrect for each question in block B.

There are 2,464 students in the full dataset, each of which has a sequence for block A and a sequence for block B. In the original competition setup, participants were only provided block A data, where half of the sequences were intended for training and the other half were intended for validation. Additionally, the validation set was split into 3 equal-sized partitions - one where only the first 10 minutes of each sequence are provided, one where only the first 20 minutes are provided, and one where the full 30 minutes are provided. However, we have access to all full student activity sequences on blocks A and B so we use this information to compute the score and per-question labels.

Experimental Setup. For our model and the CKT baseline, we use the following experimental setup. We use the training set provided by the competition as our training and validation sets, and use the 30-minute partition of the validation set provided by the competition as our test set. For each label, we perform 5-fold cross-validation, stratified on the label to ensure the balance between the train and validation sets. Our training process contains multiple phases: for each fold and for each phase, we evaluate the model on the validation set at each epoch and use the model with the
The metric that we use is the area under the receiver operating characteristic curve (AUC), which the standard metric for binary classification that measures how well a model predicts true positives while minimizing false positives. The metric is bounded between 0 and 1, with higher values representing better performance. For the per-question label, we take the AUC to be the macro average of the AUC for each question in the vector. For each label, we collect the AUC on the test set after each fold, and report the average and standard deviation of these AUC numbers.

The FE baseline uses an ensemble where each model is trained separately in 10-fold cross-validations on the training set for three iterations. The ensemble then produces a single prediction for the label on the test set, aggregated over each cross-validation run. Because of this workflow, no validation AUC is available and no standard deviation on the test AUC is available. Additionally, their method only supports a binary label per student, so we only provide results on the score label.

Results and Discussion. For the score label, as shown in the second column of Table 1, both CKT and our model outperformed the FE baseline. This observation fits our expectation: since sequential neural models have direct access to the raw process data, they are able to pick up on subtleties that may not be captured by human-engineered features. Our method slightly outperforms CKT on this label, indicating that our process model and transfer function are able to capture more information that is indicative of student performance than CKT. We also examine if our methodology can improve performance prediction on questions using additional data on student behavior within a question.

Table 1: We report the AUC of predictions on the score label, as well as the AUC when response status is removed.

<table>
<thead>
<tr>
<th>Model</th>
<th>Test AUC</th>
<th>Test AUC without c1</th>
</tr>
</thead>
<tbody>
<tr>
<td>FE</td>
<td>0.828</td>
<td>-</td>
</tr>
<tr>
<td>CKT</td>
<td>0.854 ± 0.005</td>
<td>0.797 ± 0.010</td>
</tr>
<tr>
<td>Ours</td>
<td>0.868 ± 0.008</td>
<td>0.792 ± 0.004</td>
</tr>
</tbody>
</table>

For the per-question label, as seen in Table 2, we observe lower AUC numbers than the score label across all models and that AUC decreases when response status is not used. The lower overall performance for this label is as expected since fine-grained labels are generally harder to predict than ones at a higher level. For this label, our model slightly outperforms CKT, both with and without response status.

Table 2: We report the AUC of predictions on the per-question label, as well as the AUC when response status is removed.

<table>
<thead>
<tr>
<th>Model</th>
<th>All Questions</th>
<th>Completed Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>0.824 ± 0.001</td>
<td>0.823 ± 0.001</td>
</tr>
<tr>
<td>CKT</td>
<td>0.836 ± 0.000</td>
<td>0.830 ± 0.001</td>
</tr>
<tr>
<td>Ours</td>
<td>0.836 ± 0.002</td>
<td>0.828 ± 0.001</td>
</tr>
</tbody>
</table>

Table 3: We report the AUC of predictions on the IRT task, as well as the AUC when incomplete questions are not considered.

5.3 Item Response Theory

Experimental Setup. For the IRT experiments, we use all student activity sequences across blocks A and B, which we split into per-question sub-sequences. We reserve 20% of these for a test set; since some students do not visit certain questions, we do a stratified split on student ID and question ID so that the individual ability and difficulty parameters can be sufficiently trained and tested. We perform the split using an iterative multi-label stratification algorithm, which resulted in all questions appearing in both the train and test set, and all but one student appearing in the test set as well as the train set. We perform 5-fold cross-validation on the remaining train set, stratifying the splits again using student ID and question ID. Similar to our setup for the per-student labels, for each fold we pre-train the process model, train the transfer function, fine-tune the model, and then test its performance on the test set. We report the average and standard deviation of the test AUC across these folds. For the base IRT model, since there is no process data involved, we do not perform a pre-training or fine-tuning phase.

Results and Discussion. We see from Table 3 that the behavioral data leveraged by both our model and CKT result in a small improvement in test AUC over the base IRT model. We also observe that questions that were left incomplete by students were very easy to predict as incorrect with behavioral data since certain event types missing in a student activity sequence clearly indicate incomplete status. To account for this observation, we also report the AUC after removing incomplete questions from the test set. We see
that the performance drops for all models, although more significantly for the behavior-enhanced models, leaving our method’s performance slightly below CKT. However, the fact that the behavior-enhanced models still improve over the base IRT model suggests that student behavior provides important additional information on student performance beyond the original student ability and question difficulty parameters in IRT.

5.4 Ablation Study

We perform an ablation study of our model on the score label prediction task to examine how different components of our framework affect downstream performance. We experiment with the following modifications, for each of which we repeat the cross-validation experiment on the score label:

- Skip the event type prediction pre-training objective.
- Skip the time prediction pre-training objective.
- Skip the response status pre-training objective.
- Skip all pre-training objectives and train the process model and transfer function from scratch on the score label.
- Replace the attention-weighted question representations with the concatenation of the final hidden states of the forward and backward LSTMs.
- Skip the fine-tuning phase and evaluate the model after training the transfer function on the frozen process model outputs.

We see from Table 4 that score label prediction performance does not suffer from skipping the event type and time prediction pre-training objectives, but does suffer from removing the response status pre-training objective. Removing the attention step for aggregating per-event representations results in a small drop in performance. We also see that fine-tuning does not improve score prediction performance, implying the process model encodes all necessary information in its latent states to make predictions on the score label. These results suggest that the primary indicator of student performance on block B is unsurprisingly their performance on block A, indicated by their response correctness; if this information is readily available, the model does not need extra information to make highly accurate predictions on the score label. However, as we saw earlier in Table 1, our model still achieved relatively high AUC on this task when response status was removed altogether. To get a clear picture of how our model performs without correctness information, we repeat the ablation study after removing response status from the input and skipping the response status pre-training objective.

We see in Table 5 that after removing response status and using only behavioral data to predict performance, all components of our framework are effective. The predictive performance does not suffer when the time prediction pre-training objective is skipped but suffers significantly when event type prediction is skipped. Interestingly, we see that the model performs better training from scratch than it does with the standard pre-training workflow without event type prediction. A possible explanation is that when we do not predict event types during pre-training, the latent states are overfit to represent time information, which is not highly predictive of this label. Additionally, without response status, the model is much more dependent on attention. A possible explanation is that with response status, the final correctness state is always available at the end of the sequence, but without response status, relevant behavioral details may be lost throughout the sequence. Finally, we can see that the model benefits from fine-tuning, possibly because the latent states are not so directly indicative of student performance as they were when pre-trained on response status.

5.5 Qualitative Analysis

We now examine the interpretability of the latent behavioral vectors that our methodology produces. We will first examine question-level latent vectors extracted from the behavior-enhanced IRT model. We will then examine student-level latent vectors extracted from a version of the student-level model, which was modified to capture task-switching behavior. For the following figures, we use t-SNE [25] to visualize these vectors in a 2D plane, and investigate characteristic behavioral patterns in the visible clusters.

**Question-level Vectors.** Using our model trained on the behavior-enhanced IRT task, we extract the representative vectors for student behavior across different questions. We color the point for each vector $b'_i$ based on the value of the associated behavior scalar $B_{ij} = \phi_j(b'_i)$; positive values increase the predicted probability of a correct response on top of the student ability and question difficulty parameters while negative values decrease it. We put positive and negative behavior scalars into separate groups, and then distinguish between points above or below the median in each group. We draw a vector with $\checkmark$ if the student got the question right and $\times$ if they got it wrong. Additionally, we ran-

<table>
<thead>
<tr>
<th>Remove</th>
<th>Test AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0.868 ± 0.008</td>
</tr>
<tr>
<td>Event Type Prediction</td>
<td>0.868 ± 0.004</td>
</tr>
<tr>
<td>Time Prediction</td>
<td>0.867 ± 0.004</td>
</tr>
<tr>
<td>Response Status Prediction</td>
<td>0.820 ± 0.007</td>
</tr>
<tr>
<td>All Pre-Training Objectives</td>
<td>0.819 ± 0.008</td>
</tr>
<tr>
<td>Attention</td>
<td>0.862 ± 0.005</td>
</tr>
<tr>
<td>Fine-Tuning</td>
<td>0.869 ± 0.008</td>
</tr>
</tbody>
</table>

Table 4: We show how removing pre-training objectives and other model components affects AUC on the score label.

<table>
<thead>
<tr>
<th>Remove</th>
<th>Test AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0.792 ± 0.004</td>
</tr>
<tr>
<td>Event Type Prediction</td>
<td>0.746 ± 0.015</td>
</tr>
<tr>
<td>Time Prediction</td>
<td>0.794 ± 0.008</td>
</tr>
<tr>
<td>All Pre-Training Objectives</td>
<td>0.774 ± 0.005</td>
</tr>
<tr>
<td>Attention</td>
<td>0.747 ± 0.017</td>
</tr>
<tr>
<td>Fine-Tuning</td>
<td>0.786 ± 0.006</td>
</tr>
</tbody>
</table>

Table 5: We repeat the ablation experiment, but remove response status to examine how the model interacts with purely behavioral data.
domly select a small subset of the vectors to show to avoid a cluttered figure. We circle a few clusters and examine trends of high-level features within each one, such as how many visits were made to the question or how much time was spent on it. We also examine the raw process data of representative points in clusters to identify low-level trends.

In Figure 3, we visualize the behavior vectors for an early multiple choice question in block A. We selected it for demonstration since its vectors displayed good clustering patterns. Within it, we identify 6 distinct clusters:

- **a** - Few interactions: a majority of these students simply clicked an answer after looking at the question for less than a minute. A small number of them changed their answer, or engaged in some other interactions such as opening the calculator, but all are characterized by having relatively short sequences.

- **b** - Using the calculator and keeping it open: these students all used the calculator before clicking on a single answer and keeping the calculator open as they moved on to the next question; they also generally did not revisit the question. Our model assigned all these students a positive behavioral scalar, with most getting the question right, indicating this was a generally beneficial behavior type.

- **c** - Using the calculator and closing it: similar to the group to the left, all students used the calculator, and generally did not interact with items other than the calculator and the answers; the difference is that this group explicitly closed the calculator, sometimes opening and closing it multiple times within a visit. Some also visited the question multiple times. Compared to the group that kept the calculator open, the model assigned this group worse behavior scalars overall.

- **d** - Many visits: these students generally visited the question two or more times. A variety of event types were present in these sequences, including eliminating choices, drawing, highlighting, using the calculator, and changing answers. Each visit was also generally short in the number of events. The model almost universally assigned a negative value to this group.

- **e** - Text to speech: these students all used text to speech, and while some of them also drew and used the calculator, others responded without other interactions. The negative prediction bias for this group indicates the model may inadvertently demonstrate bias against students with disabilities, who are more likely to use text to speech. Investigating potential bias in the model, as well as mitigating its effect, is an important area of future work.

- **f** - High effort: compared to other groups, these students generally spent more time on the question and made more clicks; they also often made several visits to the question. The sequences were generally longer, and most of the events were associated with drawing and using the calculator, indicating the students spent significant effort finding a solution. The model generally assigned this group a positive value.

These clusters appear to represent distinct behavior types, with each one representing a unique combination of granular features, such as the use of specific helper tools, and high-level features, such as sequence length or number of visits. Different behavior types across clusters are generally quite distinguishable with limited overlap in some cases.

**Student-level Vectors.** We now investigate student-level representations, which combine all question visits of a student into a single latent vector. Our goal is to explore whether these representations can capture task-switching behavior across questions in a time-limited NAEP assessment, which may capture different high-level task management strategies among students. This aspect of student behavior is not captured in CKT. We train a student-level model on the score label task with the following modifications to our original setup detailed above:

- We provide the process model with sequences of events in a single visit to a question, rather than across all visits to a question.

- We add a new pre-training objective to predict the question ID of each event to encode task-switching information in the latent representations. This objective leads to better student-level representations.

- We replace the fully-connected neural network with a gated recurrent unit (GRU), an enhanced type of RNN, since the visits are sequential in nature. We use the final hidden state of the GRU as the input to a linear projection to predict the label. We also cluster this latent state as the student-level representation for the visualization.

In Figure 4 we visualize the student-level vectors, colored according to the score label. We identify 4 distinct clusters, while the rest of the vectors have no obvious pattern:

- **a** - Rapid testing: most students in this group fin-
used in the NAEP 2019 data mining competition. Through outcome prediction tasks on NAEP assessment process data training and transfer learning on educational process data. In this paper, we developed a BERT-style framework for pre-

6. CONCLUSIONS

In this paper, we developed a BERT-style framework for pre-training and transfer learning on educational process data. We applied our framework to several downstream learning outcome prediction tasks on NAEP assessment process data used in the NAEP 2019 data mining competition. Through quantitative and qualitative experiments, we demonstrated the effectiveness of our framework. We now discuss several important observations we made while developing the framework and lay out potential areas for future work.

First, while transfer learning on process data has been attempted before, we found that a BERT-style pre-training approach combined with an attention-based transfer function yields superior or similar downstream performance across tasks compared to existing methods. This observation implies that the representations produced by the BERT-like pre-training are robust and capable of benefiting different downstream tasks under a variety of conditions, and that attention is an effective technique for accessing these representations throughout the sequence. However, our process model currently only captures the context of single questions at a time, so a relevant area of future work would be expanding the framework to capture student sequences as a whole; this would enable the latent states to capture task-switching and different behavioral patterns throughout a student’s process data, theoretically resulting higher performance on downstream tasks as well as more meaningful clusters of student representations. Advanced techniques may be needed to implement this effectively. One approach may be using a Transformer encoder model, which may be promising given the success of this architecture in NLP, but would require a much larger dataset for pre-training.

Second, we observed that clustering question-level and student-level representations revealed groups of different behavioral approaches to problem-solving and test-taking. This could be useful for identifying when students are utilizing, or failing to utilize, effective techniques. It may also provide pedagogical insight on what kinds of techniques are helpful across a variety of question types and student populations. However, the student-level representations resulted in clusters that were less distinguishable than the question-level representations, leaving room for future work to create more meaningful representations at this scale. Additionally, future work should investigate and seek to mitigate bias in the model against groups who may exhibit distinct behavioral patterns, such as students with physical or learning disabilities.

Finally, we note that while our method was successful on the NAEP dataset, we designed the methodology to handle any source of educational process data. Future work should implement our methodology in a different environment, such as video clickstreams, and compare its effectiveness to the setting explored in this paper. If successful, this will provide evidence that our methodology can capture meaningful aspects of student behavior in general, and may be expanded to improve performance on additional learning outcome tasks such as knowledge tracing.
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