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Abstract—The development of new technologies at an unprecedented rate is rapidly changing the landscape of the labor market. Therefore, for workers who want to build a successful career, acquiring new skills required by new jobs through lifelong learning is crucial. In this paper, we propose a novel and interpretable monotonic nonlinear state-space model to analyze online user professional profiles and provide actionable feedback and recommendations to users on how they can reach their career goals. Specifically, we use a series of binary-valued and non-decreasing latent states to represent the expanding skill set of each user throughout their career and propose an efficient inference method under our model. Using a series of experiments on two large real-world datasets, we show that our model (sometimes significantly) outperforms existing methods on the tasks of company, job title, and skill prediction. More importantly, our model is interpretable and can be used for other important tasks including skill gap identification and career path planning. Using a series of case studies, we show that our model can provide i) actionable feedback to users and guide them through their upskilling and reskilling processes and ii) recommendations of feasible paths for users to reach their career goals.

I. INTRODUCTION

New skills and knowledge are needed for jobs in the future due in part to the rapid development of workplace technology such as artificial intelligence and Internet of Things. Jobs in the future will likely require skills that are not taught in schools nor in standard training programs. Instead, workers will have to either upskill as they move to new jobs within the same industry, or reskill themselves through the lifelong learning process to move to another industry. In a survey conducted by the Pew Research Center in 2016, 87% of the participants realize the importance of retraining and reskilling [1]. Therefore, studying how users acquire skills in their lifelong learning process and how those skills affect their future career is of crucial importance to the world economy. Fortunately, the big data revolution has created an opportunity for researchers to collect and analyze large-scale data to understand the evolving labor market landscape and the upskilling and reskilling processes. Examples of such data include job postings, e.g., those collected by Burning Glass [2], connections between users, companies, and skills in economic graphs [3], and user profiles/resumes on online professional networking sites such as LinkedIn [4] and CareerBuilder [5]. These datasets enable researchers to develop tools to help individual users to navigate possible future career paths and guide them through upskilling and reskilling to reach their career goal.

There are mainly two types of existing works on career path analysis. First, there are works at the macroscopic level that use graph embedding methods to analyze co-occurrence graphs of companies, jobs, skills, or a combination thereof to learn representations of these entities. In [6], the authors developed the Job2Vec method to learn the relationship between jobs and companies using graph embeddings and showed that these embeddings are effective at link prediction. In [5], the authors developed a representation learning method to analyze transitions between jobs and skill co-occurrences and showed that these representations are effective at the next job and skill prediction. These methods mostly only analyze one career “hop”, i.e., the jump from the previous job to the next job and do not take each user’s entire professional history into account. Therefore, these methods are not personalized and cannot help users explore long-term career paths.

Second, there are works on the microscopic level that analyze the sequence of career experiences in each user’s professional profile. In [7], the authors developed a contextual long short-term memory (LSTM) model, NEMO, to predict a user’s next job using all the previous experiences and skills listed in their LinkedIn profiles. In some earlier works [7], [8], the authors developed survival analysis-based methods to predict how long a user will work on a particular job [9]. These methods mostly resort to recurrent neural networks (RNNs) and their variants to analyze sequences of career experiences and showed good performance in the next job prediction. However, due to the uninterpretable nature of these neural network-based methods, they cannot be used to provide meaningful feedback to users on how they should upskill or reskill in order to reach their career goals.

Given the limitations of existing works, there is a need to develop methods that can not only accurately predict each user’s future jobs but also provide actionable feedback and recommendations. These methods should satisfy two requirements. First, they should be interpretable so that users can understand the impact of each job on their skill set and skills they need to acquire so that they can qualify for certain jobs. Second, they should take user preferences, e.g., their career goals and real-life constraints into account in their recommendations to fully adapt to the needs of each user.

A. Contributions

In this paper, we propose a novel and interpretable model, the monotonic nonlinear state-space (MNSS) model, to analyze
online user professional profiles and provide i) actionable feedback to users on skills they need to acquire and ii) recommendations on their future career path. Our model is motivated by the observation that working on a job is not only proof that the user has the skills required for the job, but also a valuable opportunity for a user to acquire new skills. Our specific contributions are as follows:

1) We use a series of stochastic, binary-valued latent states to characterize whether or not a user masters a skill at each point in their career. We also restrict them to be non-decreasing over time to capture users’ expanding skill sets during their careers. We show that MNSS (sometimes significantly) outperforms baseline methods on the tasks of company, job title, and skill prediction, using two large datasets collected from LinkedIn and Indeed.

2) We formulate the task of skill gap identification as an optimization problem that can be solved to find a small set of skills a user needs to improve the most to achieve their desired career goal. We use several case studies to demonstrate that the identified skill gap can be used to provide actionable feedback to users on their upskilling and reskilling processes.

3) We formulate the task of career path recommendation as a path planning problem that can be (approximately) solved to find feasible paths a user can follow towards their ultimate career goal. We use several case studies to demonstrate that the identified (approximately) optimal career paths can be used to provide practical career recommendations to users.

We also acknowledge a limitation of our work in that the data we analyze does not contain counterfactual information, i.e., job offers that users turned down or jobs they did not qualify for. Therefore, we can only analyze the observed career decisions made by each user and can neither take real-life constraints they faced into account nor study user qualifications. Moreover, our career path recommendations are generated from historical user career path data and may be biased. Therefore, we emphasize that our recommendations can augment, but not replace, the decision-making process of a user throughout their career. Throughout the paper, we use only professional/educational experiences of users for forecasting; we do not use any user (such as demographic) information for any of the tasks.\footnote{Our code is available at https://github.com/arghosh/MNSS.}

B. Related Work

The latent state-space model is a generic framework for modeling sequential data. Recently, deterministic RNNs and their modern versions such as LSTMs and gated recurrent units (GRUs) have shown remarkable performance on most sequential data modeling tasks including speech modeling, language processing, and video understanding \cite{10}. Many of the previous career modeling works use RNNs; for example, NEMO uses an LSTM with contextual inputs to predict a user’s next career move \cite{4}.

A common alternative to RNNs is to use models with stochastic latent states such as hidden Markov models (HMMs) or linear state-space models (L-SSMs), which offer interpretable latent state transition and observed state emission functions \cite{14}. Moreover, stochastic models such as HMM/L-SSM are more appropriate for capturing randomness in the dataset than deterministic models such as RNNs \cite{12}. However, HMM and L-SSM have simple (discrete or linear) latent states and can not capture the nuance in large, noisy real-world datasets. Lately, many advances have been made on nonlinear stochastic state-space models using the variational principle \cite{12}, \cite{13}. However, exact inference is intractable in nonlinear state-space models. Following prior work, we learn the parameters in MNSS by maximizing the so-called evidence lower bound (ELBO) \cite{14}.

II. PROBLEM FORMULATION

We denote the career profile of user $i$ as $T^i = \{E^i_1, \ldots, E^i_{T^i}\}$, with $T_i$ experiences in their career trajectory and $E^i_t$ denotes the $t$th experience (either professional or educational). $S^i = \{s^i_1, \ldots, s^i_{M^i}\}$ denotes the user’s listed skill set and $s^i_j$ denotes the $j$th observed skill, with a total of $M_i$ observed skills. Each educational experience contains information on e.g., School, Degree, Major, Start Time, and Duration, whereas each professional experience contains information on e.g., Company, Job Title, Start Time, and Duration. There is no ordering among the skills listed in the observed skill set. Moreover, in most user profiles on major online professional network websites, there is no information on when the user acquired each skill in their career. Instead, the listed skill set is only a snapshot of their (evolving) true skill set captured at the time the profile is accessed. Therefore, we do not use these observed skills to predict a user’s professional experiences like the work in \cite{4}.

Our goal is to develop a model for user career paths that can not only i) predict the career path of each user but also ii) provide actionable feedback and career recommendations to users to help them make important career decisions. In the remainder of the paper, we omit the superscript $i$ for user $i$ for simplicity of exposition when we discuss one user. We start by defining two prediction tasks that will help us model user career paths.

1) Company and Job Title Prediction: Predict $c_t$, the company, and $o_t$, the job title of a user’s next professional experience, given their previous experiences, i.e., $[E_1, \ldots, E_{t-1}]$.

2) Skill Set Prediction: Predict a user’s listed skill set $S = \{s_1, \ldots, s_M\}$, given their entire career history, i.e., $[E_1, \ldots, E_T]$. We can adopt many black-box models for these prediction tasks. However, due to their uninterpretable nature, these models cannot be used to provide actionable feedback and meaningful career recommendations to users. Therefore, we define three auxiliary tasks that an interpretable model should be able to tackle:
3) **Skill Acquisition Process Reconstruction:** Infer the (unobserved) skill sets, $S_t \subseteq S$, of each user after each past career experience. These predicted skill sets will help us to reconstruct the skill acquisition process throughout the user’s career.

4) **Skill Gap Identification:** Identify the skill gap a user is facing, i.e., a list of skills that the user needs to acquire or improve on to reach their desired career goal (a company, job title pair).

5) **Career Path Recommendation:** Find feasible career paths that connect a user’s current career state to their career goal. These career paths consist of professional experiences that are attainable and ultimately lead the user to their desired career goal.

We start by outlining a generic latent state-space model framework for tasks (1) and (2) defined above. In Section III we propose the interpretable MNSS model that is capable of completing both these tasks and the auxiliary tasks (3), (4), and (5) defined above.

### A. Latent State-space Models for Career Experience Prediction

As shown in Figure 1, we adopt a generic latent state-space model to analyze sequences of professional experiences in user career paths. The key component of this model is to use a set of latent states, $z_t \in \mathbb{R}^D$, $t = 1, \ldots, T$, to characterize a set of unobserved, evolving variables that dictate the user’s career experience at each time step. At each time step, there is an input to the latent state, denoted as $u_t$, and an observed output from the latent state, denoted at $x_t$. Under most real-world settings, the observed output from the last time step is used as the input to the next time step, i.e., $u_t = x_{t-1}$, except for the first time step where there is no input; we initialize $z_1$ to an all-zero vector. In our problem setting, the latent state variables $z_t$ correspond to the **latent skill states** of each user at each point in time, and the observed output variables $x_t$ correspond to the **observed career experiences** of the user at that time. Since our goal is to predict professional experiences, we omit educational experiences at the output, but they are still used as input into the next latent skill state. We do not predict the duration of professional experiences, although that can be modeled using point processes [15]. Instead, we use as part of the input states to learn how the duration of a professional experience impacts a user’s skills.

This latent state-space model has two key components: a latent skill state transition model $p(z_t | z_{1:t-1}, u_{1:t})$ and an observed career experience emission model $p(x_t | z_t)$. The transition model characterizes how each professional experience impacts the latent skill state of the user, i.e., how does a user acquire new skills and improve existing skills in an on-job setting. We note that there are other ways for user upskilling, such as going through training programs and taking online courses; however, since they are not often listed in online user professional profiles, we do not model them with our transition model. The emission model characterizes how latent skill states decide a user’s next career experience. Therefore, we use the transition model to estimate a user’s current latent skill states from their past experiences and then use the emission model to predict their next career experience. We also introduce an additional emission model $p(S_t | z_{T+1})$ to predict a user’s listed skill set given their entire career path. Our goal is to learn these transition and emission models from real-world user career profiles.

### III. Methodology

In this section, we detail the **MNSS** model for user career path modeling. Black-box neural network-based models are generally not interpretable, which means that they can excel at prediction while being unable to provide actionable feedback to users. For example, since the latent states in these models are usually not associated with a user’s mastery level of any observed skills, they cannot be used to recommend a user which skills they should acquire in order to reach their career goal.

In order to enhance interpretability, we make a key assumption: a user’s skill mastery increases over time as they have more career (either educational or professional) experiences. Therefore, we place a monotonic constraint on the latent skill states of each user. Moreover, typical state-space models use continuous latent states that are not easily interpretable. Therefore, we use **binary-valued** random variables as the latent skill states in **MNSS** that indicate whether a user masters a latent skill or not. In what follows, we first lay out the MNSS model and then detail a method for efficient approximate inference using a novel monotonic GRU module.

#### A. Monotonic Nonlinear State-space Model

Excluding the likelihood of the listed skill set (which we detail in Section III-B0c), the joint probability of all career experiences in a user’s profile and their corresponding latent skill states is given by

$$p_\theta(x_{1:T}, z_{1:T} | u_{1:T}) = p_\theta_z(z_1) \prod_{t=2}^T p_\theta(z_t | z_{t-1}, u_t) \prod_{t=1}^T p_\theta_x(x_t | z_t),$$

where $p_\theta_z(\cdot)$ is the latent skill state transition model and $p_\theta_x(\cdot)$ is the career experience emission model; $\theta_z$ and $\theta_x$
denote the set of parameters in these models, respectively, and \( \theta = \{ \theta_x, \theta_z \} \) denotes the set of all model parameters. We exclude the term \( p_{\theta_x}(z_t) \) from our analysis since it is the same for all users and does not impact our predictions. As mentioned above, we make two novel model choices: First, we use binary-valued discrete random variables as the latent skill states, i.e., \( z_t = [z_{t,1}, \ldots, z_{t,D}] \in \{0, 1\}^D \), where \( D \) denotes the number of latent skills. In this setup, \( z_{t,j'} = 1 \) means that the user masters latent skill \( j' \) after the \( t \)th experience. Second, we constrain the latent skill states to be non-decreasing, i.e., \( z_{t-1} \preceq z_t \) where the inequality operates element-wise on vectors. Under these model choices, \( z_{t,j'} = 1 \) and \( z_{t-1,j'} = 0 \) means that the user acquired latent skill \( j' \) after the \( t \)th experience, i.e., by working a job at a company for some duration (in case of a professional experience).

**B. Approximate Inference**

Exact inference of the posterior distribution \( p_{\theta}(z_{1:T} | x_{1:T}, u_{1:T}) \) in MNS is computationally intractable. Therefore, following \cite{12, 13}, we use an auxiliary distribution \( q_{\phi}(z_{1:T} | x_t, u_t) \) (referred to as an auxiliary network and usually parameterized by an RNN) with parameters \( \phi \), to approximate the true posterior. We perform approximate inference by maximizing the ELBO on the marginal observed data log-likelihood given by

\[
\log p_{\theta}(x_{1:T} | u_{1:T}) \geq \mathcal{L}(\theta, \phi) = \mathbb{E}_{q_{\phi}(z_{1:T} | x_{1:T}, u_{1:T})} \log p_{\theta}(x_{1:T} | z_{1:T}) - \beta \mathbb{D}_{KL}(q_{\phi}(z_{1:T} | x_{1:T}, u_{1:T}) \| p_{\theta}(z_{1:T} | u_{1:T}))
\]

with respect to the model parameters \( \theta \) and the recognition network parameters \( \phi \) \cite{14}. Here, \( q_{\phi}(z_{1:T} | x_{1:T}, u_{1:T}) \) is the approximate posterior distribution of the latent states and \( p_{\theta}(z_{1:T} | u_{1:T}) \) is its prior distribution. The first term is the reconstruction loss of the observed data sampled from the approximate posterior distribution, whereas the second term is the KL divergence between the approximate posterior distribution and the prior distribution. The parameter \( \beta > 0 \) controls the balance between the reconstruction loss and the KL divergence loss. Using the d-separation criterion in Figure 1 we can decompose the prior distribution as

\[
p_{\theta}(z_{1:T} | u_{1:T}) = p_{\theta}(z_1) \prod_{t=2}^{T} p_{\theta}(z_t | z_{t-1}, u_t),
\]

and the approximate posterior distribution as

\[
q_{\phi}(z_{1:T} | x_{1:T}, u_{1:T}) = q_{\phi}(z_1) \prod_{t=2}^{T} q_{\phi}(z_t | z_{t-1}, x_t, u_t).
\]

To approximate \( q_{\phi}(z_t | z_{t-1}, x_t, u_t) \), we need to sample \( z_{t-1} \) first. One option is to use ancestral sampling to approximate \( q_{\phi} \) in a way that is similar to the structured inference method for nonlinear state-space models \cite{12, 13}. However, ancestral sampling is slow due to its sequential nature and has high variance in its estimates \cite{16}. Therefore, we employ another factorization of the approximate posterior distribution where

\[
\gamma_t = \gamma_{t-1} + (1 - \gamma_{t-1}) \odot \alpha_t,
\]

the distribution of \( z_t \) does not condition on \( z_{t-1} \), to avoid sampling. We observe that the variable \( z_t \) depends on \( u_t \) and \( x_t \) when \( z_{t-1} \) is unobserved. Using recurrence, we can equivalently write \( q_{\phi}(z_t | z_{t-1}, x_t, u_t) = q_{\phi}(z_t | x_t, u_t) \). Since \( x_t = u_{t+1} \), we have \( q_{\phi}(z_{t+1} | x_t, u_t) = q_{\phi}(z_{t+1} | u_{t+1}) \) Similarly, we can write the prior as \( p_{\theta}(z_t | z_{t-1}, u_t) = p_{\theta}(z_t | u_{t}) \). The final ELBO becomes:

\[
\mathcal{L}(\theta, \phi) = \sum_{t=1}^{T} \mathbb{E}_{q_{\phi}(z_{1:t+1} | u_{1:t+1})} \log p_{\theta}(x_t | z_t) - \beta \sum_{t=1}^{T} \mathbb{D}_{KL}(q_{\phi}(z_{1:t+1} | u_{1:t+1}) \| p_{\theta}(z_t | u_t)). \tag{1}
\]

Thus, given the input states up until time step \( t \) and the current output state \( x_t \), the recognition network \( q_{\phi}(\cdot) \) predicts the distribution of the latent state \( z_t \). On the other hand, given the input states up until the current time step, \( u_{1:t} \), the prior network \( p_{\theta} \) predicts the distribution of current latent state \( z_t \). The KL divergence term regularizes the recognition network so that it is close to the prior distribution \cite{14}. If we replace the approximate posterior \( q_{\phi}(z_{1:t+1} | u_{1:t+1}) \) with the prior \( p_{\theta}(z_{1:t+1}) \) in Eq. 1 the ELBO reduces to the log-likelihood, which is the objective in maximum likelihood estimation (MLE):

\[
\mathcal{L}_{MLE}(\theta) = \sum_{t=0}^{T} \mathbb{E}_{p_{\theta}(z_{1:t+1} | u_{1:t+1})} \log p_{\theta}(x_t | z_t)
\]

In our experiments, we found that adding this objective to the ELBO improves training stability \cite{10}. Thus, the final objective that we maximize for the career experiences of all users is

\[
\sum_{i} \mathcal{L}^{i}(\theta, \phi) + \alpha \mathcal{L}_{MLE}(\theta),
\]

where \( \alpha > 0 \) is a tunable parameter. We learn the recognition network parameters \( \phi \) and the generative model parameters \( \theta \) simultaneously using stochastic gradient descent \cite{14}. After the model parameters are trained, we use the learned prior model \( p_{\theta}(z_{1:t+1}) \) to compute the distribution of the latent skill state \( z_t \), which is used to predict the user’s next career experience, \( x_t \).

**a) The monotonic gated recurrent unit**: We now detail our choice for the recognition and prior networks for the approximated posterior distribution and the prior distribution. Since the latent state \( z_t \) is a binary-valued vector, we characterize it as Bernoulli random variables with success probabilities \( p_{\theta}(z_t | u_{1:t}) = \gamma_t \in [0, 1]^D \) for the prior model. We use an RNN-type model, \( g_{\theta} \), to characterize the latent skill state transitions as \( \gamma_t = g_{\theta}(\gamma_{t-1}, u_t) \). Similarly, for the approximate posterior model, we have \( q_{\phi}(z_t | u_{t+1}) = \kappa_t \in [0, 1]^D \) and another RNN-type model, \( g_{\phi} \), where \( \kappa_t = g_{\phi}(\kappa_{t-1}, x_t) \).

Common RNN variants such as LSTMs and GRUs do not have monotonic latent states. Therefore, we propose a new variant of GRU, which we dub the monotonic GRU (MGRU), to model the latent skill state transitions. In the context of the prior, the MGRU is defined as (the approximate posterior follows the same structure with a different set of parameters)

\[
\gamma_t = \gamma_{t-1} + (1 - \gamma_{t-1}) \odot \alpha_t,
\]
where \( \odot \) denotes element-wise multiplication between vectors and

\[
\begin{align*}
    k_t &= \sigma(W_k u_t + U_k \gamma_{t-1}), \\
    r_t &= \sigma(W_r u_t + U_r \gamma_{t-1}), \\
    o_t &= \sigma(W_o u_t + U_o (r_t \odot \gamma_{t-1})) \odot k_t,
\end{align*}
\]

where \( \sigma(x) = 1/(1 + \exp(-x)) \) is the sigmoid function and \( W, U \) denote parameter matrices. The \( \gamma_{t-1} \) term in Eq. 2 corresponds to the expected value of the latent skill states at time step \( t-1 \); since \( \gamma_{t-1} \in [0, 1]^D \), we can interpret \( (1 - \gamma_{t-1}) \in [0, 1]^D \) as the skill deficiency of the user (relative to full mastery of all latent skills, i.e., \( \gamma = 1 \)). \( o_t \in [0, 1]^D \) corresponds to the portion of the skill deficiency gap being filled by the professional experience at time step \( t \). Therefore, it is easy to see that \( \gamma_t \geq \gamma_{t-1} \).

For the task of predicting the next professional experience of a user, we treat the company and job title fields separately. We use nonlinear embedding modules (parameterized by fully-connected neural networks) \( f_e(\cdot) \) and \( f_o(\cdot) \) to map the latent skill state \( z_t \) into the embedding space of companies and job titles. We then minimize the combined cross-entropy objective with the softmax emission function \( p(x_t|z_t) \) for a (company, job title) pair as

\[
- \log \left( \frac{\exp(e_s(k_t) \Phi f_e(z_t))}{\sum_{k' = 1}^M \exp(e_s(k') \Phi f_e(z_t))} \right) - \log \left( \frac{\exp(e_o(l_t) \Phi f_o(z_t))}{\sum_{o' = 1}^O \exp(e_o(o') \Phi f_o(z_t))} \right),
\]

where \( M, O \) are the number of unique companies and job titles, respectively. However, since these numbers are likely very large, the denominators in the loss function cannot be computed efficiently. Therefore, we employ a negative sampling approach and convert the multi-class classification problem into a series of binary classification problems, using a small number of randomly sampled companies and job titles as negative examples [18], [19]. Concretely, we minimize the following objective for company prediction:

\[
- \log(\sigma(e_s(k) \Phi f_e(z_t))) - \sum_{k' = 1}^N \log(\sigma(-e_s(k') \Phi f_e(z_t))),
\]

where \( k' \) indexes a total of \( N \) negative samples from a uniform distribution among companies that do not correspond to the user’s professional experience at time step \( t \). The objective for job title prediction is defined similarly. We include this objective term for professional experiences but not educational experiences.

For the task of predicting the observed skill set \( S \), we use a two-step approach. First, we take the user’s current professional experience \( x_T \) and use it to estimate the user’s current latent skill state, \( z_{T+1} \), from \( p_{h_s}(z_{T+1}|x_{1:T}) \). Second, we use a (linear) embedding module \( f_e(\cdot) \) parameterized by the matrix \( W_s \in \mathbb{R}^{D \times E} \) to map \( z_{T+1} \in [0, 1]^D \) into the embedding space of observed skills as

\[
f_e(z_{T+1}) = \sum_{j' = 1}^{D} z_{T+1,j'} \left[ W_s \right]_{j'} = W_s^T z_{T+1} \in \mathbb{R}^E,
\]

where \( \left[ W_s \right]_{j'} \) denotes the vector in the \( j' \)th row of \( W_s \), i.e., the embedding of latent skill \( j' \). Since a user’s observed skill set contains multiple skills, we predict these observed skills by minimizing the following objective:

\[
- \sum_{j \in S} \log(\sigma(e_s(j) \Phi f_e(z_{T+1}))) + \sum_{j \notin S} \log(\sigma(-e_s(j) \Phi f_e(z_{T+1})))
\]

Since the total number of unique skills is significantly larger than the number of observed skills for each user, we employ negative sampling again to randomly select a small subset of unobserved skills in the second term of the loss function above for each user.

C. Career Path Recommendation

Using MNSS, we can trace a user’s latent skill states \( z_t \) over time and compute their probability of attaining any job at any company at any point in time. These capabilities enable us to study career paths that connect a user to their desired job. We define the career goal of a user as a (company, job title)
pair \((e^*, o^*)\); given their experiences until time step \(t\), our task is to plan a career path, i.e., intermediate (company, job title) pairs, for them to eventually reach their career goal. For example, after completing a Bachelor’s degree in Economics, a user is working in Deloitte Ltd. as an Analyst; our goal is to recommend a path consisting of a series of intermediate career “hops” that has the best chance of leading them to their career goal, which is to become a partner at Goldman Sachs.

Formally, for each user, given their experiences (both educational and professional) for the first \(t\) time steps as \([\mathcal{E}_1, \ldots, \mathcal{E}_t]\), our goal is to find a path \([\hat{\mathcal{E}}_{t+1}, \ldots, \hat{\mathcal{E}}_G]\), where \(\hat{\mathcal{E}}_G = (e^*, o^*)\) is their career goal, with an arbitrary number of intermediate hops \([\hat{\mathcal{E}}_{t+1}, \ldots, \hat{\mathcal{E}}_{G-1}]\). For the path to be feasible to the user, we maximize the likelihood of the entire career path, including each intermediate hop, as

\[
\max_{[\hat{\mathcal{E}}_{t+1}, \ldots, \hat{\mathcal{E}}_{G-1}]} \prod_{r=t+1}^{G} p(\hat{\mathcal{E}}_r | \hat{\mathcal{E}}_{1:t}, \hat{\mathcal{E}}_{t+1:t-1}),
\]

where we maximize over all paths consisting of valid combinations of companies and job titles.

\(a)\) \textbf{Conditional optimal path:} An additional relevant real-world scenario is that a user has several options for their next career hop and need to choose one. For example, after completing a Bachelor’s degree in Computer Science, a user has offers to join a Ph.D. program in Economics, an MBA program, or a banking company as a developer. They must make a decision on which offer to accept in order to maximize the chance of reaching their final career goal, which is to become a partner at McKinsey & Co. We denote these \(K\) choices (after time step \(t\)) as \(\{\mathcal{E}_1, \ldots, \mathcal{E}_{t+1}\}\) and recommend the user to choose the one that maximizes the likelihood of their subsequent career path to the career goal as

\[
\max_{\mathcal{E}_{t+1} \in \{\mathcal{E}_1, \ldots, \mathcal{E}_{t+1}\}} \sup_{\mathcal{E}_{t+2}, \ldots, \hat{\mathcal{E}}_{G-1}} \prod_{r=t+2}^{G} p(\hat{\mathcal{E}}_r | \mathcal{E}_{1:t}, \hat{\mathcal{E}}_{t+1}).
\]

This problem setting is also inspired by do-calculus in causal inference, where one is interested in modeling the effect of setting a random variable \((E_{t+1})\) to a particular value and study its effect on other random variables \([20]\).

IV. EXPERIMENTAL RESULTS

We start by conducting quantitative experiments on the standard company, job title, and skill prediction tasks and show that MNSSS outperforms baselines. We then conduct several qualitative experiments to show that our model \(i)\) extracts insights on career paths from real data and \(ii)\) provides actionable feedback and career path recommendations to users.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Dataset & \# Users & \# Experiences & \# Companies & \# Job Titles & \# Skills \\
\hline
LinkedIn & 1,136,231 & 6,261,572 & 89,126 & 56,773 & 16,976 \\
Indeed & 3,945,040 & 26,009,711 & 85,427 & 50,219 & 17,836 \\
\hline
\end{tabular}
\caption{Dataset statistics.}
\end{table}

A. Dataset

We use two publicly available datasets containing user career profiles, extracted from LinkedIn\footnote{The dataset was retrieved from https://www.kaggle.com/linkedindata/linkedin-crawled-profiles-dataset, but no longer available.} and Indeed\footnote{https://datastock.shop/download-indeed-job-resume-dataset/}. A user profile consists of educational and professional experiences along with their skill set. Table \ref{table:dataset} lists the number of user profiles, experiences, and unique skills, companies, job titles for both datasets. In each dataset, the numbers of unique entities, including skills, companies, job titles, schools, degrees, and majors are very large and most of them only occur in very few profiles. Therefore, we use a threshold to filter out infrequent entities and denote the filtered out ones as “Unknown” and do not include them in both training and testing. To remove outliers, we filter user profiles (around \(\sim 0.5\%\) users) with more than 10/20 professional experiences in the Indeed/LinkedIn datasets. For all datasets, we sort user experiences based on their start times in chronological order.

B. Experimental Setup

Quantitatively, we measure our model’s ability to predict professional experiences and skills listed in each user’s profile. In each time step, we predict a user’s next professional experience, i.e., the company and title of their next job; After the final time step, we use all past experiences to predict the user’s listed skill set. We observe that around \(20\%\) of the time, a user’s next job is either within the same company or has the same job title as the previous one. Since these transitions are easy to predict, we only evaluate job transitions where the user’s next company and job title are different than the previous ones.

\(a)\) \textbf{Evaluation measures and baselines:} For each entity that we are predicting (company, job title, skill), we rank all unique entities in the dataset by sorting their predicted likelihood in descending order. We use mean percentile rank (MPR) and precision@\(K\) (P@\(K\)) for \(K \in \{10, 100\}\) as the evaluation metrics of predictive quality. Using companies as an example, we define MPR as

\[
\text{MPR} = \frac{\sum_i \sum_{t=1}^{T_i} \mathbb{1}_{\text{obs}} \text{Rank}(c_i^t)/Z_C},
\]

where \(c_i^t\) denotes the actual company user \(i\) worked on at time step \(t\) and \(Z\) denotes the normalizing factor that counts all the observed occurrences. In other words, MPR corresponds to the average percentile rank for the observed entity in our prediction; smaller MPR values correspond to higher predictive quality. Similarly, we define P@\(K\) as

\[
\text{P@K} = \frac{\sum_i \sum_{t=1}^{T_i} \mathbb{1}_{\text{obs}} \mathbb{1}(\text{Rank}(c_i^t) \leq K)/Z},
\]

where \(\mathbb{1}(\text{rank} \leq K)\) is another indicator function that has value 1 if the actual observed company is ranked at or above

\(\leq K\).
**TABLE II:** Predictive performance on companies, job titles, and skills on both datasets and all three metrics for all methods. Best performances across all methods are in bold.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Methods</th>
<th>MPR ↓</th>
<th>P@10 ↑</th>
<th>P@100 ↑</th>
<th>MPR ↓</th>
<th>P@10 ↑</th>
<th>P@100 ↑</th>
<th>MPR ↓</th>
<th>P@10 ↑</th>
<th>P@100 ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job2Vec</td>
<td>Job2Vec</td>
<td>7.16 ± 0.03</td>
<td>15.89 ± 0.03</td>
<td>47.09 ± 0.03</td>
<td>29.14 ± 0.05</td>
<td>10.99 ± 0.06</td>
<td>13.9 ± 0.2</td>
<td>25.74 ± 0.02</td>
<td>11.87 ± 0.09</td>
<td>20.91 ± 0.07</td>
</tr>
<tr>
<td></td>
<td>MNSS</td>
<td>8.82 ± 0.02</td>
<td>26.18 ± 0.09</td>
<td>65.11 ± 0.05</td>
<td>5.39 ± 0.02</td>
<td>13.89 ± 0.07</td>
<td>37.4 ± 0.09</td>
<td>4.94 ± 0.01</td>
<td>17.9 ± 0.1</td>
<td>42.11 ± 0.16</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>NEMO</td>
<td>3.69 ± 0.02</td>
<td>26.21 ± 0.06</td>
<td>66.01 ± 0.05</td>
<td>5.15 ± 0.01</td>
<td>13.99 ± 0.1</td>
<td>38.0 ± 0.1</td>
<td>4.58 ± 0.01</td>
<td>19.24 ± 0.05</td>
<td>44.15 ± 0.07</td>
</tr>
<tr>
<td></td>
<td>RSS</td>
<td>2.91 ± 0.02</td>
<td>27.99 ± 0.09</td>
<td>67.06 ± 0.04</td>
<td>4.75 ± 0.01</td>
<td>15.66 ± 0.06</td>
<td>40.85 ± 0.1</td>
<td>4.17 ± 0.01</td>
<td>20.62 ± 0.03</td>
<td>44.15 ± 0.08</td>
</tr>
<tr>
<td></td>
<td>NS5</td>
<td>2.81 ± 0.03</td>
<td>27.79 ± 0.09</td>
<td>67.06 ± 0.04</td>
<td>4.75 ± 0.01</td>
<td>15.66 ± 0.06</td>
<td>40.85 ± 0.1</td>
<td>4.17 ± 0.01</td>
<td>20.62 ± 0.03</td>
<td>44.15 ± 0.08</td>
</tr>
</tbody>
</table>

We compare MNSS against three baselines. We do not discuss simple baselines such as recommending the most frequent skills/job titles/companies and bigrams since they do not perform well. The first baseline, which we dub the Job2Vec method, learns embeddings of job titles, companies, and skills from directed transition graphs of users between jobs [6]. For each user, we only use the job title/company embedding of their previous professional experience to predict the job title/company of their next career experience. We also use the job title embedding of a user’s last professional experience to predict their skill set. The second baseline, the hierarchical deep representation learning (HRM) method [21], does not introduce recurrence in the latent skill states. Instead, HRM aggregates the embeddings of all past experiences using max-pooling and uses it as the latent skill state, which is used to predict the next professional experience. The third baseline, the NEMO method [4], is the current state-of-the-art in next job title and company prediction to our problem setting. We slightly modify NEMO to predict a user’s skill set instead of using it as input to the LSTM model to predict future job titles and companies since we do not know when a user acquires their listed skills. We also experimented with a version of MNSS without the monotonic constraints, which we dub NS5.

**b) Training and testing:** For evaluation purposes, we perform standard k-fold cross-validation (with \( k = 5 \)) for all models and all datasets. Thus, for each fold, 20% user profiles are used as the test set, 20% are used as the validation set, and 60% are used as the training set. The validation set is used for parameter tuning and the test set is used for evaluation of the tuned methods.

**c) Implementation details:** At each time step \( t \), we compute the input state for all deep models (except NEMO) as \( \mathbf{u}_t = \{ \text{Education\_Vector}, \oplus \text{Profession\_Vector} \} \), where \( \oplus \) denotes vector concatenation. We concatenate embeddings for School, Major, Degree, Start Time, Duration to represent the contextual Education\_Vector, and we concatenate embeddings for Company, Job Title, Start Time, Duration to represent the contextual Profession\_Vector. For NEMO, we use education vectors as input to the initial latent skill states and use the profession vectors as input in later time steps to predict the next job title and company [4]. Using inputs \( u_{t \in \mathbb{Z}} \), HRM uses max-pooling operation, NEMO and NS5 use LSTM/GRU, and MNSS uses our monotonic state-space model to update the latent skill state \( z_t \), respectively.

Since companies, job titles, and skills are likely to be closely associated with the semantic meanings of the words in their names, we initialize the embedding vectors for these entities using the average Glove embedding vector (300 dimensional) [24]. For other fields, we use smaller embedding dimensions as follows: Major, Degree, School, \( \in \mathbb{R}^{64} \) and Start Time, Duration, \( \in \mathbb{R}^{32} \). Additionally, the LinkedIn dataset contains industry information. On the LinkedIn dataset, for all methods, we concatenate the industry embeddings \( \in \mathbb{R}^{64} \) with the latent states \( z_t \) for the prediction tasks. Since industry, school, major, and degrees are less likely to have semantically close associations, we initialize them from a standard normal distribution. For all methods, we fix the embedding dimensions; we do not see any improvement using larger embedding dimensions. For all the other network parameters, we use the Xavier initializer [23]. For our model MNSS, we employ the annealing trick for stabilizing the training procedure similar to other stochastic recurrent neural network models [12]; we anneal the value of \( \beta \) from 0 to 0.1 from iteration 1 to iteration 20 in our MNSS model.

We use the Adam optimizer [24] to train our model and use dropout as the regularization method [25]. For all methods, we use \( \{10^{-3}, 10^{-4}\} \) as values of the learning rate in the Adam optimizer. For all methods, we use a fixed batch size of 64 and we fix the dropout parameter to 0.2; as the datasets are large, we observe minimal differences with regularization. For all methods, we use \( \{256, 512, 1024\} \) as values of the latent state dimension; we do not observe any noticeable differences in performances for different choices of the latent state dimension. For all trainable models, we do early stopping in our training process using the validation set. We implement all the methods in PyTorch [26] and train all models on a single NVIDIA Titan X GPU.

**C. Results and Discussion**

Table III lists means and standard deviations of the predictive performances on companies, job titles, and skills for all models in the MPR, P@10, and P@100 metrics, on both datasets. We see that MNSS and NS5 outperforms all other baselines in
most cases. Specifically, MNSS outperforms the state-of-the-art baseline NEMO by 5 – 20% on the company, job title, skill prediction tasks in MPR on both datasets. Similarly, in P@10 and P@100, we observe that MNSS significantly outperforms NEMO (by 5 – 20% on the LinkedIn dataset and 1 – 5% on the Indeed dataset). We also observe that MNSS slightly outperforms NSS on the skill prediction task. On the company and job title prediction tasks, MNSS performs on par with NSS in all metrics on both datasets. This result suggests that the interpretable monotonic latent skill states in MNSS are well-suited to model user upskilling and reskilling processes, as evident by its superior performance on the skill prediction task; on the other hand, for the standard job title and company prediction tasks, uninterpretable black-box models such as NEMO are also applicable. The graph embedding-based method, Job2Vec, does not perform well in our experiments (except for P@10 on the Indeed dataset); a possible reason is that it does not take a user’s entire past career history into account and is not personalized. It performs relatively better in P@10 compared to MPR since graph embeddings are effective at finding closely related companies and job titles. On the contrary, RNN-based methods like NEMO, NSS, and MNSS significantly outperform other baselines since the recurrence in their latent states can capture users’ evolving skill sets and extract information from their past career experiences.

To further understand where the performance gain of MNSS over NEMO comes from, we compare their performance on the different entities and user groups. In Figure 3, we divide skills, job titles, and companies according to how often these entities occur and visualize the predictive performance in P@100 for entities in different quantiles. We observe that MNSS consistently outperforms NEMO across all quantiles, especially in the middle quantiles. In Figure 4, we divide users into groups according to the number of career experiences listed in their profiles and visualize the predictive performance across groups; the width of error bars increase as the number of career experiences increase since there are fewer users in these groups. MNSS consistently outperforms NEMO and especially in skill prediction for users with long career histories, suggesting that it is effective in monitoring users’ upskilling processes. In what follows, we conduct a series of qualitative experiments and present insights we obtained from the datasets and show the excellent interpretability of MNSS. We cannot obtain these insights from uninterpretable baselines such as NEMO; however, we have to omit qualitative comparisons due to spatial constraints.

(a) Mapping latent skills to observed skills: Since the number of latent skills (D) is significantly less than the number of observed skills (M), we can interpret the meaning of each latent skill by examining the subset of observed skills that are the most closely associated with it. Let $E_s \in \mathbb{R}^{D \times M}$ denote the matrix containing all observed skill embeddings $e_s(j)$, the entries of the product matrix $W_s E_s \in \mathbb{R}^{D \times M}$ quantify the similarity between each latent and each observed skill. We visualize a re-arranged subset of $W_s E_s$ in Figure 5 where rows correspond to latent skills and columns correspond to observed skills; brighter colors represent higher similarities. We see that, as expected, each latent skill is closely associated with only a few observed skills; for example, latent skill 465 is closely associated with observed skills “Sports”, “Fitness”, “Fitness Training”, and “Personal Training”, while latent skill 125 is closely associated with observed skills “Acting”, “Entertainment”, “Theatre”, and “Comedy”. We found that without the monotonic property of MNSS, other baselines do not learn clear associations between latent skills and observed skills.

(b) Skill acquisition process: The monotonic latent skill states in MNSS enable us to reconstruct a user’s skill acquisition process through different professional experiences in their career. Specifically, we visualize the probability of a user mastering each observed skill in Figure 6. The number in cell $(j, t)$ corresponds to the probability (×100) that the user masters observed skill $j$ after the professional experience
we search for a new latent skill state $\tilde{z}$ increase in the probability of mastering each observed skill gap to the space of observed skills by calculating the required gradient descent algorithm [27]. We then map this latent skill state to the space of observed skills, we use an $\ell_1$-norm penalty to promote new latent skills. We solve this problem using the projected gradient descent algorithm [27].

Moreover, since it is not realistic to ask a user to improve all skills, we use an $\ell_1$-norm penalty to promote new latent skills. We solve this problem using the projected gradient descent algorithm [27]. We then map this latent skill state to the space of observed skills, we use an $\ell_1$-norm penalty to promote new latent skills. We solve this problem using the projected gradient descent algorithm [27].

We show the sampled optimal career path for one user with the career goal of Managing Director at Goldman Sachs and the corresponding log-likelihood of reaching that goal, given their past career experiences, in Table IV. In this case, the path consists of the intermediate hops of Quantitative Analyst, Analyst, and Algorithmic Trading Developer at different banking companies. The path takes the user’s Physics background into account and suggests that quantitative work is a good first hop for the user to go into banking. We also show multiple options for next career experience and the corresponding log-likelihood of reaching their career goal for three users in Table V. For example, for a user graduating with a Bachelors’ Degree in Computer Science from Stanford to reach their career goal of becoming an Assistant Professor at Georgia Tech, the option of obtaining a Ph.D. Degree in Computer Science is their best option among other options including becoming a Software Engineer and obtaining an MBA degree. These results show that MNSS can help users plan their personal upskilling process and reach their career goals.

D. Career Path Recommendation

As detailed in Section III-C given a user’s past career experiences $E_{1:t}$ and a future career goal $E_{t+1}$, we can plan a path of career hops $E_{t+1:C}$ to connect them to their career goal by maximizing the overall likelihood of the entire path. However, computing the likelihood of all possible paths between a certain start state and a certain goal state is computationally intractable. Therefore, we use beam search [28] to identify the most feasible career paths by using the latent state distributions $p(z_{t+1} \mid E_{1:t})$ to compute the probabilities in Eq. 4 and Eq. 5. In our experiments, we found that with a modest number of paths, beam search returns high-quality career paths. We set the maximum number of intermediate hops to 5 and keep the best 10 paths during beam search, with a small modification: we select 10 most likely companies and 10 most likely job titles at each intermediate time step, and randomly sample 10 companies and job titles pairs from the 100 total combinations. This modification brings some balance between the two fields, especially when one company or job title has a significantly higher likelihood than others, which will result in that company or job title being the only one included in the beam search process.

We show the sampled optimal career path for one user with the career goal of Managing Director at Goldman Sachs and the corresponding log-likelihood of reaching that goal, given their past career experiences, in Table IV. In this case, the path consists of the intermediate hops of Quantitative Analyst, Analyst, and Algorithmic Trading Developer at different banking companies. The path takes the user’s Physics background into account and suggests that quantitative work is a good first hop for the user to go into banking. We also show multiple options for next career experience and the corresponding log-likelihood of reaching their career goal for three users in Table V. For example, for a user graduating with a Bachelors’ Degree in Computer Science from Stanford to reach their career goal of becoming an Assistant Professor at Georgia Tech, the option of obtaining a Ph.D. Degree in Computer Science is their best option among other options including becoming a Software Engineer and obtaining an MBA degree. These results show that MNSS can help users plan their personal upskilling process and reach their career goals.
V. CONCLUSIONS AND FUTURE WORK

We have proposed an interpretable monotonic nonlinear state-space model for career path modeling and analyzed two large-scale online user professional profile datasets. Experimental results show that our model achieves excellent predictive performance on the tasks of the company, job title, and skill prediction. Moreover, we used a series of case studies to show that our model is interpretable and can be used to provide actionable feedback to users on the skills they need to acquire and recommendations on feasible career paths they can take to achieve their desired career goal.

There are numerous avenues for future work to address the limitations of our work. First, since real-life constraints including geographical, transportation, and family constraints are significant factors in a user’s career decision, they should be taken into account by the career path planning algorithm. Second, since a detailed career path also contains not only jobs but also the duration of these jobs, there is a need to use path search algorithms that take duration into account, given a user’s desire to reach a career goal within a certain amount of time. Third, since different users have different ideologies, we need to explore other formulations of the career path planning problem, e.g., maximizing total career earnings. Fourth, since the numbers of companies, job titles, and skills are large, there is a need to use taxonomies such as O*NET [29] or language models [30] to standardize the data, resulting in more compact entity representations. Fifth, since the sample of online user professional profiles is inevitably biased toward high-skill users who have enough digital skills to craft these profiles, there is a need to include more diverse data sources to promote fairness and benefit every user equally.
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