How many dimensions underlie judgments of learning and recall redux: Consideration of recall latency reveals a previously hidden nonmonotonicity
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HIGHLIGHTS

- Monotonic state-trace solutions can arise from particular measures and manipulations.
- More than one latent variable is primarily needed to explain JOLs and recall latency.
- A single latent variable is generally needed to explain JOLs and recall accuracy.
- Delayed JOLs and test practice support a multidimensional account of JOLs and recall.
- We reaffirm no evidence of a multidimensional model using intrinsic/extrinsic cues.
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ABSTRACT

Jang and Nelson (2005) used state-trace analysis to examine factors that affect judgments of learning (JOLs) given as a prediction of future cued recall success. Koriat’s (1997) cue-utilization framework predicted that intrinsic cues (e.g., item difficulty) would have approximately the same effects on recall as they would have on JOLs whereas extrinsic cues (e.g., number of presentations) would have greater effects on recall than on JOLS. In contradiction to the prediction from the cue-utilization framework, Jang and Nelson repeatedly found a monotonic state-trace solution, suggesting that a single latent variable (e.g., memory strength) explained both JOLs and recall. However, performance can be measured in many ways, and dissociations between JOLs and recall may arise from factors other than intrinsic and extrinsic cues. Thus, an apparent monotonic solution could be an artifact of the particular choice of behavioral measures or experimental manipulations. In light of this possibility, we reanalyzed Jang and Nelson’s data and conducted a new experiment, considering recall latency as well as recall accuracy and including the manipulation of immediate versus delayed JOLs. Even when additionally including both immediate- and delayed-JOL conditions, state-trace analysis with JOL magnitude and recall accuracy generally suggested a single latent variable, except for a single case in which immediate JOLs produced high overconfidence. However, the state-trace results with JOL magnitude and recall latency primarily revealed a nonmonotonic function, indicating that more than one latent variable is needed to explain the relationship between JOLs and recall.

© 2018 Elsevier Inc. All rights reserved.
studied items (i.e., accurately predicting which targets will or will not be recalled), is usually measured with the Goodman–Kruskal gamma correlation between JOLs and recall (see Nelson, 1984, for details; although see Jang, Wallsten, & Huber, 2012). Typically, the gamma correlation is extremely high when JOLs are given after a delay (at least 30 s) whereas it is low to only moderate when JOLs are given immediately after study. This difference in JOL accuracy is called the delayed-JOL effect (Nelson & Dunlosky, 1991), and it is one of the most robust findings in the literature (see Rhodes & Tauber, 2011, for a meta-analysis). A gamma correlation uses JOL magnitude and recall accuracy jointly on an item-by-item basis to quantify the correspondence between JOLs and recall performance in each condition separately. By contrast, here we relate JOL magnitude to recall performance (aka, ‘calibration’) using state-trace analysis across conditions (a condition-by-condition basis) in that if JOLs are sensitive to the manipulation that affects recall, then increases in recall accuracy should correspond to increases in JOL magnitude.

Specifically, the present study reports an application of state-trace analysis (Bamber, 1979; also see Dunn & Kirsner, 1988; Loftus, 1978) as a tool for illustrating the underlying processes of JOLs and recall. State-trace analysis compares different theoretical structures that may underlie changes in two (or more) dependent variables, contrasting a single-dimensional model in which dependent measures reflect the same latent variable, versus a multidimensional model in which multiple latent variables can load onto the dependent variables to different degrees. The single-dimensional model necessarily predicts a monotonic function for a state-trace plot of the two dependent variables whereas the multidimensional model can accommodate nonmonotonic functions. In the present study, we often consider specific two-dimensional models, but more generally, state-trace analysis asks whether more than one dimension is needed to capture the data. This analysis technique has proven useful in a variety of research areas, including the confidence–accuracy relation in recognition memory (e.g., Busey, Tunnicliff, Loftus, & Loftus, 2000; Heathcote, Freeman, Etherton, Tonkin, & Bora, 2009), the face-inversion effect (e.g., Loftus, Oberg, & Dillon, 2004), models of category learning (e.g., Dunn, Newell, & Kalish, 2012; Newell, Dunn, & Kalish, 2010), memory–know judgments (e.g., Dunn, 2008), and metacognitive confidence judgments, or JOLs (e.g., Jang & Nelson, 2005).

Although the demonstration of dissociations is often taken as evidence for a multidimensional model, this conclusion is not necessarily valid and might arise from the properties of the measurement scales used to evidence a dissociation (see Dunn & Kirsner, 1988; Loftus, 1978, for details). By contrast, a nonmonotonic result in a state-trace analysis provides compelling evidence of multidimensionality. In light of these concerns, Jang and Nelson (2005) used state-trace analysis to assess whether multiple latent variables are necessary to affect the correspondence between JOL magnitude and recall accuracy. If JOLs are made primarily on the basis of target retrieval, then high JOL accuracy (near-perfect gamma correlations) should occur, yielding a monotonic function between JOLs and recall, in support of the single-dimensional model. By contrast, if JOLs are affected by information that is irrelevant to eventual memory performance, then manipulations of this information should produce a nonmonotonic function, in support of a multidimensional model.

The remainder of this article is organized as follows. First, we summarize the logic and findings of a previous application of state-trace analysis conducted by Jang and Nelson (2005) in which a particular two-dimensional model was compared to the single-dimensional model for the study of JOLs. Second, we address the possibility of a multidimensional account of JOLs and recall (not just limited to the two-dimensional model) considering different manipulation variables and dependent measures, and we motivate reanalysis of Jang and Nelson’s data. Third, we briefly describe a new experiment, which allows us to analyze state-trace plots in a different situation (apart from a delay after study), which improves JOL accuracy. Fourth, we report the state-trace analysis results of the new data as well as the reanalysis results of Jang and Nelson’s, testing the statistical reliability of the conclusion as regards dimensionality. Finally, we discuss the resulting implied conclusions about JOLs and recall.

Jang and Nelson’s test of the cue-utilization framework

Producing a qualitative conclusion from a nonparametric analysis of the data, state-trace analysis is ideally suited for testing theories even if those theories are not instantiated with a mathematical/computational model. For example, Jang and Nelson (2005) conducted a series of state-trace analyses to examine the prediction from Koriat’s (1997) cue-utilization framework regarding JOLs and recall. The cue-utilization framework assumes that people assess various cues that are differentially predictive of subsequent recall, and a major distinction is made between intrinsic and extrinsic cues. Intrinsic cues, such as item difficulty and item relatedness, exert similar effects on JOLs and recall whereas extrinsic cues such as the number of presentations and study duration affect JOLs less strongly than recall. The distinction between intrinsic and extrinsic cues leads to the prediction of a particular two-dimensional model (in the Discussion, we consider other two-dimensional models). Fig. 1 illustrates predictions of a default single-dimensional model, which assumes that a single variable, such as ‘memory strength’, underlies both JOLs and recall (Panels A to C) versus the two-dimensional model predicted by the cue-utilization framework (Panels D to F). For each model, item difficulty (difficult versus easy word pairs) and the number of presentations (one versus two) are manipulated as the independent variables of intrinsic and extrinsic cues, respectively, and JOLs and recall are the two dependent variables. The first two panels of each row illustrate the separate effects of the independent variables on the two dependent variables of JOLs and recall. The prediction of each model is achieved by combining the two plots into a state-trace plot as shown in the third panel of each row. As illustrated in Panel C, the critical prediction of the single-dimensional model is that the one-presentation and two-presentation curves lie along a single monotonically increasing curve: the data shown between the two arrows in Panel C are the overlapping portion of the one-presentation curve and the two-presentation curve. By contrast, the two-dimensional model from the cue-utilization framework predicts that the two curves are separated (i.e., a curve going through all of the data would be nonmonotonic), as shown in Panel F. In this case, the two-presentation curve falls to the right of the one-presentation curve because item difficulty (intrinsic cues) has approximately the same effect on recall as it has on JOLs (one dimension for both) whereas the number of presentation (extrinsic cues) has a greater effect on recall than on JOLs (a second dimension needed for recall).

Using state-trace plots, Jang and Nelson (2005) investigated the relative contributions of intrinsic and extrinsic cues for immediate and delayed JOLs. In five experiments, Jang and Nelson used paired associate learning with JOLs given in response to the cue word alone and cued recall testing. Each experiment included one intrinsic cue (either difficult versus easy word pairs, or unrelated versus related word pairs) and one extrinsic cue (either one versus two presentations, or short versus long study duration) as the two independent variables, as summarized in Table 1 (Experiments 1A to 1D, and 2). One half of the pairs in each condition received immediate JOLs, and the other half received delayed JOLs. In an apparent contradiction to the prediction from the cue-utilization framework, all 10 state-trace plots (i.e., five experiments × two
Fig. 1. Predictions of the single-dimensional model (Panels A to C); and the two-dimensional model from Koriat’s (1997) cue-utilization framework (Panels D to F). Panels A, B, D, and E show traditional data in which the two dependent variables (recall accuracy and JOL [judgment of learning] magnitude) are plotted as functions of the two independent variables (item difficulty and number of presentations). Panels C and F show state traces in which JOL magnitude is plotted against recall accuracy. Source: Adapted from Fig. 3 in “How many dimensions underlie judgments of learning and recall? Evidence from state-trace methodology”, by Y. Jang, and T. Nelson, 2005, Journal of Experimental Psychology: General, 134, p. 311. © 2005, American Psychological Association.

Table 1

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Intrinsic cue</th>
<th>Extrinsic cue</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A</td>
<td>Item difficulty: Difficult vs. easy (Swahili–English word pairs)</td>
<td>Number of presentations: One vs. two</td>
</tr>
<tr>
<td>1B</td>
<td>Item relatedness: Unrelated vs. related (concrete noun pairs)</td>
<td>Number of presentations: One vs. two</td>
</tr>
<tr>
<td>1C</td>
<td>Item difficulty: Difficult vs. easy (Swahili–English word pairs)</td>
<td>Study duration: Short (5 s) vs. long (15 s)</td>
</tr>
<tr>
<td>1D</td>
<td>Item relatedness: Unrelated vs. Related (concrete noun pairs)</td>
<td>Study duration: Short (2 s) vs. long (8 s)</td>
</tr>
<tr>
<td>2</td>
<td>Item relatedness (with instructions to compare degree of relatedness):</td>
<td>Number of presentations: One vs. two</td>
</tr>
<tr>
<td>New</td>
<td>Unrelated vs. related (concrete noun pairs)</td>
<td>Number of presentations: One vs. two through two cycles of SJT (i.e., no testing on the first SJT vs. testing on the second SJT)</td>
</tr>
</tbody>
</table>

Note. S = Study; J = Judgments of learning; T = Test.

JOL conditions) revealed a monotonic function, with quite small bidirectional standard errors. These results suggested that the same latent variable (e.g., memory strength) underlying recall performance was used when making JOLs. These results were somewhat surprising, not only because Jang and Nelson failed to find evidence for a multidimensional account of JOLs and recall (including the two-dimensional model from the cue-utilization framework), but also because the single-dimensional account was found regardless of immediate and delayed JOLs. Yet, most theories of the delayed-JOL effect appeal to factors other than a unitary trace strength: i.e., low or only moderate JOL accuracy (or gamma correlation) in the immediate-JOL condition arises from something other than the same underlying variable (e.g., memory strength) of JOLs and recall. However, because the focus of Jang and Nelson’s study was on the cue-utilization framework and its predicted differences between intrinsic versus extrinsic cues, the reported
state-trace analysis was performed separately for immediate and delayed JOLs. In the currently reported reanalysis, we ascertain whether the monotonic result holds when including the manipulation of immediate versus delayed JOLs in the same state-trace plot (i.e., state-trace plots across eight coupled data points, rather than four coupled data points analyzed separately for immediate and delayed JOLs).

A multidimensional model can produce a monotonic function

An important caveat to the results of Jang and Nelson (2005) is the realization that a monotonic state-trace result does not rule out the possibility of a multidimensional model. Instead, a monotonic result is fully compatible with a multidimensional model if the multidimensional structure happens to project onto the observed 2D subspace in just the right way. For example, consider a function that looks like the letter W, which is clearly nonmonotonic and would falsify a single-dimensional model if viewed from one perspective. However, if the W is a 3D structure (e.g., block lettering) and the perspective on the W is from above, it will appear as a straight line, mistakenly suggesting a single-dimensional structure. Thus, Jang and Nelson may have failed to find the circumstances necessarily to reveal the multidimensional structure: it may be that a different choice of dependent or independent variables would produce a multidimensional state-trace result (possibly consistent with the cue-utilization framework, but perhaps a multidimensional model of a different kind). As explained next, we consider, in turn, the possibility that a different dependent measure (latency) or different manipulations (timing of JOLs or test practice) may produce a multidimensional state-trace result.

Recall accuracy and latency as measures of memory

Although recall accuracy has been mainly used as a measure of memory, there have been arguments that a different measure is more appropriate under certain conditions. For example, the use of dichotomous criterial measures, such as accuracy, may yield qualitatively misleading results owing to insensitivity of the measurement (Loftus, 1978, 1985; MacLeod & Nelson, 1984). By contrast, recall latency may continue to find differences between two conditions even when accuracy is the same for both conditions (Wearing & Montague, 1970). As applied to the current situation, consider the role of item variability, such that for a given participant, some words on a list stand out and are easily recalled whereas others are difficult to remember. In this case, studying the difficult items for an even longer duration might fail to make them recallable. At the same time, studying the easy items for a longer duration might result in stronger memories for those items. However, this strengthening of the easy items might not be apparent when using accuracy as the dependent measure considering that these items would have been recalled regardless of study duration (i.e., they were already above criterion). Nevertheless, if these easy items have been strengthened, this might be revealed through recall latency (i.e., the longer study duration produces faster recall, albeit faster recall of the same subset of items that would have been recalled with a shorter study duration). This is a hypothetical example, and more generally, study duration is likely to affect recall accuracy. However, this example makes the point that even in situations where accuracy is not at ceiling or floor, the criterial nature of recall accuracy indicates that changes in memory strength may be revealed as changes in recall latency even if there is no change in recall accuracy.

Beyond the possibility that recall latency may be a more sensitive measure of memory strength, consider the possibility that memory structures are multidimensional, with different dependent measures (e.g., recall accuracy versus latency) tapping different aspects of a memory (e.g., Millward, 1964). For instance, MacLeod and Nelson (1984) proposed that “error probability measures the sufficiency of the encoding for retrieval, whereas correct latency measures the number of decoding steps during retrieval before the item is output” (pp. 233–234). They reached this conclusion after observing that test practice, as compared to study practice, produced opposite effects on recall accuracy and latency, producing less accurate recall that was nevertheless faster. Thus, if some of the manipulations used by Jang and Nelson (2005) affected the latter aspect of memory (i.e., the number of decoding steps needed for recall) whereas JOLs primarily reflected the former aspect of memory (i.e., the sufficiency of encoding), then a multidimensional state-trace result may be apparent between JOLs and memory performance when the measure of performance is recall latency rather than accuracy. Indeed, the recently proposed Primary and Convergent Retrieval memory model (Hopper & Huber, 2018), assumes that some forms of learning (e.g., rote rehearsal) strengthen associations between retrieval cues and the target memory, supporting the sufficiency of memory, whereas other forms of learning (e.g., retrieval practice) strengthen associations between the features that comprise a target memory, resulting in fewer decoding steps and faster retrieval. If participants engage in covert retrieval practice when making a JOL, and such covert retrieval is more effective in one condition than in another (e.g., delayed- versus immediate-JOL conditions: Spellman & Bjork, 1992), then an examination of latency may reveal a previously hidden dissociation between JOLs and recall performance. This possibility is examined with a new analysis of Jang and Nelson’s data (and those of a new experiment, which will be described later) by including latency in the analysis.

Mnemonic cues: Beyond intrinsic and extrinsic cues

Consider manipulations designed to selectively affect JOLs, in contrast to intrinsic and extrinsic cues, which affected both JOL magnitude and recall accuracy in the experiments reported by Jang and Nelson (2005). Ironically, this possibility is suggested by the cue-utilization framework. Beyond intrinsic versus extrinsic cues, Koriat (1997) proposed mnemonic cues as a third class of cues, which are internal “indicators that may signal for the participant the extent to which an item has been learned and will be recalled in the future” (p. 351). In other words, this third class of cues is mostly related to the metacognitive awareness that the participant may have regarding a particular target item. According to the cue-utilization framework, intrinsic and extrinsic cues affect JOLs not only directly but also indirectly through their influences on internal, mnemonic cues. Critically, the direct and indirectly mediated effects are assumed to entail qualitatively different processes. The direct effects of intrinsic and extrinsic cues are likely to involve an analytic inference based on the person’s a priori theory about the memory-related consequences: e.g., “I should be able to recall this item because I have good memory for names (intrinsic cues) or because I studied it for longer (extrinsic cues)”. The effects of mnemonic cues, in contrast, involve a nonanalytic, implicit inference, rather than logical deduction: e.g., “I just know that I will be able to recall this item on the later test”.

It is not entirely clear how to manipulate mnemonic cues independent of intrinsic and extrinsic cues in the context of the cue-utilization framework because mnemonic cues are assumed as mediators, which are sensitive to both intrinsic and extrinsic factors. Nonetheless, one possibility is the manipulation of immediate versus delayed JOLs, and this is addressed by including the two JOL conditions in the state-trace analysis

Another manipulation that might selectively boost mnemonic cues is practice (although practice can affect recall as well as
JOLs), or more precisely, prior test experience. According to Koriat (1997), “the relative weight of different cues in determining JOLs may differ from one condition to another and may also change with practice studying the same list of items. ...the increased reliance on mnemonic cues with practice may be expected to improve JOL accuracy because such cues reflect the effects of past experience and can serve as a good basis for memory predictions” (pp. 351–352). Supporting this claim, Koriat had participants cycle through the study (S), JOL rating (J), and test phases (T) more than once, and JOL accuracy increased as a function of study-JOL-test (SJT) cycle (see also, Koriat, Sheffer, & Ma’ayan, 2002): e.g., higher gamma correlations on the second SJT cycle than on the first SJT cycle. Prior test practice has the potential to improve overall memory performance, particularly with a delayed final test (see Roediger & Karpicke, 2006, for a review). However, in the absence of feedback during test practice, and with an immediate final test (e.g., less than 5 min after practice), test practice is unlikely to increase recall accuracy as compared to the control condition (e.g., Jang, Wixted, Pecher, Zeelenberg, & Huber, 2012). Yet, test experience will likely affect item-specific mnemonic cues that determine JOLs: i.e., prior test experience recalling items makes it easier to know which items are recallable. From Koriat and colleagues (Koriat, 1997; Koriat et al., 2002), it is not clear whether the JOL accuracy benefits of prior test experience uniquely reflect test practice (T) or whether they arise from additional study (S) and/or prior JOL (J) experience (their design involved a full cycle through SJT before the final SJT cycle). However, other results suggest that the benefits uniquely reflect test experience (e.g., Jang, Wallsten et al., 2012; King, Zechmeister, & Shaughnessy, 1980; Lovecote, 1984). For example, Jang, Wallsten et al. (2012) compared different conditions with prior S, SJ, ST, or SJT on a first cycle through the items before a final SJT cycle. They found that JOL accuracy was improved in ST and SJT conditions, relative to S and SJ conditions for immediate JOLs (and the delayed-JOL effect was obtained regardless of the practice conditions). This JOL accuracy benefit of prior test experience in the immediate-JOL condition is termed the testing-JOL effect. These findings suggest that on a first test, different latent variables are used for immediate JOLs whereas after prior test practice, mnemonic cues are used for JOLs, producing a closer correspondence between immediate JOLs and recall performance.

### New experiment and method

In summary, Jang and Nelson (2005) found consistent support for the sufficiency of a single dimension for explaining JOL magnitude and recall accuracy (this was true for separate analyses of immediate and delayed JOLs) across a variety of intrinsic and extrinsic cues. However, the delayed- and testing-JOL effects indicate that in some circumstances, JOLs rely on information that is different from the information that underlies recall, resulting in a low gamma correlation (or low JOL accuracy) whereas JOLs are highly predictive after a delay or if there is prior test experience with the study items, resulting in a high gamma correlation (or high JOL accuracy). These effects suggest a multidimensional function, with immediate JOLs in the absence of prior test experience being affected by factors other than those responsible for recall performance. Thus, it may be that Jang and Nelson simply failed to consider dependent variables or manipulations necessary to reveal this multidimensional function. In the present study, we report a reanalysis of Jang and Nelson’s data that addresses both recall accuracy and latency, including both immediate- and delayed-JOL conditions in each state-trace plot. In addition, we report the data of a new experiment in which test experience was manipulated through SJT cycles while manipulating intrinsic and extrinsic cues.

We briefly describe the new experiment that yielded data to which we applied state-trace analysis, followed by the methodology of state-trace analysis for each of the six experiments (the first five from Jang & Nelson, 2005). Although each of the Jang and Nelson’s experiments included a manipulation of immediate and delayed JOLs (i.e., for the delayed-JOL effect), as well as intrinsic and extrinsic cues, none of them included the manipulation of test practice (no test versus prior test). In the new experiment, we collected the data for the testing-JOL effect, including an intrinsic cue and an extrinsic cue as in Jang and Nelson’s experiments. Specifically, the procedure of the experiment was similar to that of Jang and Nelson’s Experiment 1B in which item relatedness and number of presentations were used as intrinsic and extrinsic cues, respectively, for each of the immediate and delayed JOLs, except that in the new experiment, an initial cued recall test was included before the second study (as summarized in Table 1). In that way, the experiment allowed us to test whether the presence versus absence of prior test experience would yield a nonmonotonic function between JOLs and recall, particularly in the immediate-JOL condition (as gamma correlations for delayed JOLs were high regardless of the manipulation of prior test experience). The materials were the same as those of Experiment 1B. Of 48 word pairs, 24 consisted of nouns that were moderately related, and the remaining 24 consisted of nouns that were not obviously related. One half of the pairs in each condition received immediate JOLs, and the other half received delayed JOLs. During the study phase (S), each pair was presented for 5 s. Participants (N = 49) were instructed to study word pairs and to give a JOL (i.e., predict future recall probability of the target: 0%, 20%, 40%, 60%, 80%, and 100%) whenever a cue word appeared alone. Immediate JOLs were elicited immediately after the offset of each pair presented for study, and delayed JOLs were elicited after all the pairs had been studied. Both JOLs (J) and cued recall (T) were self-paced. Once participants finished the first SJT cycle, the second SJT cycle began, and the order of presentation of each pair was randomized anew for study, JOLs and cued recall. No feedback was given.

Because the results reported by Jang and Nelson (2005) revealed overlapping functions that were perfectly monotonic (given four coupled data points of JOLs and recall from two levels of an intrinsic cue and two levels of an extrinsic cue), there was no need to use any statistical tests. However, in the present study, statistical tests are needed to assess the dimensionality of the results when including the manipulation of immediate versus delayed JOLs in the state-trace plots (eight coupled data points for each experiment), considering that the possibility of a false positive nonmonotonic conclusion increases as a function of the number of conditions. In other words, there are more ways in which one condition might deviate from a monotonic function owing to chance alone when there are more conditions. Therefore, we used coupled monotonic regression (CMR; Kalish, Dunn, Burdakov, & Sysoev, 2016; see also, Dunn et al., 2012; Newell et al., 2010) to determine the statistical reliability of the conclusion as regards dimensionality. Although the CMR procedure could be applied to three-dimensional data, we apply it to pairs of two dependent measures. We do so for simplicity (e.g., 2D plots are easier to interpret) and to make contact with the prior analyses, but also because the finding of a nonmonotonic function (as is the case in the reported analyses) for any pair of dependent measures is sufficient for ruling out the default single-dimensional model. The CMR procedure consists of two parts: model fitting and then model testing. The model fitting part yields the fit of an order-restricted two-dimensional model (nonmonotonic state trace) and the fit of an order-restricted single-dimensional model (monotonic state trace) to the observed data. The model testing part compares goodness of fit for the two models and produces a difference in goodness of fit (\( \Delta G^2 \)). Then, the empirical distribution of \( \Delta G^2 \) is estimated using a Monte Carlo
comprehension effects are found with free recall but not cued recall (Wixted, Ghadisha, & Vera, 1997). However, these list-strength effects with cued recall even though list-strength effects were readily found with free recall (Wilson & Criss, 2017). Besides list composition, another concern with latencies is the possibility of a speed–accuracy tradeoff, which could potentially produce relatively uninteresting latency effects (i.e., latency effects that reflect a change in response caution, rather than a change in the properties of the to-be-recalled memories). However, differences in speed–accuracy tradeoff between conditions are highly unlikely in the current situation. Specifically, with the currently employed mixed-list design, such differences would require that the participant is aware of the condition associated with the cue word on each test trial, using this information to adopt a different level of response caution in their recall attempt (e.g., how willing they are to make a guess). Nevertheless, because the cue words were drawn from the same pool of words for all conditions, the only way that the participant could be aware of the associated condition would be to explicitly recall the study circumstances, in which case, they are likely to have already recalled the target word.

### Results

Table 2 shows the results of the CMR test which was conducted for the dependent measures of (1) JOL magnitude and recall latency; (2) recall accuracy and latency; and (3) JOL magnitude and recall accuracy. (i) when both JOL conditions were included for the simultaneous fits of immediate and delayed JOLs; and (ii and iii) when one of the two conditions was included for the separate fits. 

#### State-trace plots of JOLs and recall latency: Delayed-JOL effect (all experiments)

Fig. 2 shows the outcome of the state-trace analysis of JOL magnitude and recall latency for each experiment where each plot includes both immediate and delayed JOLs (simultaneous fits). In each panel of the figure, there are four coupled data points for each of the two JOL conditions (circles for the immediate-JOL condition, and triangles for the delayed-JOL condition), which represent two levels of an intrinsic cue and two levels of an extrinsic cue. In simulation with a large number of samples (e.g., 10,000 used in the study).

For each data set of the six experiments, two order constraints were applied to rule out nonsensical orderings of the conditions. First, it was assumed that performance should not increase from the condition of related or easy pairs to the condition of unrelated or difficult pairs (intrinsic cues). Second, it was assumed that performance should not increase from the condition of two presentations or long duration to the condition of one presentation or short duration (extrinsic cues). A series of state-trace analyses, using CMR, was conducted for the dependent measures of (1) JOL magnitude and recall latency; (2) recall accuracy and latency; and (3) JOL magnitude and recall accuracy. In addition, the analysis was conducted in the three different ways: (i) including the manipulation of immediate versus delayed JOLs; (ii) only for immediate JOLs; and (iii) only for delayed JOLs. Thus, the state-trace analysis of JOLs and recall accuracy as reported in Jang and Nelson (2005) are here duplicated in part (ii and iii), but with CMR to assess statistical reliability, and the analysis is extended to include the manipulation of immediate versus delayed JOLs, the dependent variable of latency, and a new testing-JOL experiment. It should be noted that for the data of the new experiment, state-trace analysis was applied completely in the three ways (i to iii) because it was also necessary to examine whether we would replicate the findings of Jang and Nelson: i.e., monotonicity between immediate JOLs and recall accuracy (ii); and between delayed JOLs and recall accuracy (iii). Individual trial recall latencies for correctly recalled items in each condition were transformed using the natural logarithm, prior to statistical analyses. Furthermore, because the CMR algorithm is based on an assumption of a monotonically increasing function, rather than a monotonically decreasing function, log latencies were subtracted from a constant prior to state-trace analyses.

Before turning to the results, we consider a couple of concerns that arise with the use of latencies: whether differences between conditions might arise from either list-composition effects or response caution. Free recall latencies increase as a function of the number of items recalled so far within the test period, indicating sampling competition between items from the same list (e.g., Rohrer & Wixted, 1994). More specifically, with a mixed list of items that differ in strength, strong items are recalled earlier and more quickly (Wixted, Ghadisha, & Vera, 1997). However, these list-composition effects are found with free recall but not cued recall; because the cue focuses the memory search on the target memory, list composition plays little or no role for cued recall. In support of this claim, a recent study with 5 experiments failed to find list-strength effects with cued recall even though list-strength effects were readily found with free recall (Wilson & Criss, 2017). Besides list composition, another concern with latencies is the possibility of a speed–accuracy tradeoff, which could potentially produce relatively uninteresting latency effects (i.e., latency effects that reflect a change in response caution, rather than a change in the properties of the to-be-recalled memories). However, differences in speed–accuracy tradeoff between conditions are highly unlikely in the current situation. Specifically, with the currently employed mixed-list design, such differences would require that the participant is aware of the condition associated with the cue word on each test trial, using this information to adopt a different level of response caution in their recall attempt (e.g., how willing they are to make a guess). Nevertheless, because the cue words were drawn from the same pool of words for all conditions, the only way that the participant could be aware of the associated condition would be to explicitly recall the study circumstances, in which case, they are likely to have already recalled the target word.
Fig. 2. State-trace plots of recall latency and JOL (judgment of learning) magnitude for each of the five experiments, 1A to 1D, and 2 (Jang & Nelson, 2005); and the new experiment: Panels A to D = Experiments 1A to 1D, respectively; Panel E = Experiment 2, and Panel F = new experiment. For each experiment, a 2 (timing of JOLs) × 2 (intrinsic cue) × 2 (extrinsic cue) repeated-measures design was used: for intrinsic cues, Panels A and C = item difficulty; Panels B and D to F = item relatedness; for extrinsic cues, Panels A, B, and E = number of presentations; Panels C and D = study duration; Panel F = first SJT (no testing) versus second SJT (testing). For each panel, filled and unfilled circles = low and high levels of the extrinsic cue in the immediate-JOL condition, respectively; filled and unfilled triangles = low and high levels of the extrinsic cue in the delayed-JOL condition, respectively. For each of the four symbols, two data points correspond to the two levels of the intrinsic cue. Each vertical and horizontal hash mark depicts the standard error of the mean. Dashed lines (Panels B and E) indicate the best-fitting monotonic model, which was not rejected. Each panel with no dashed lines shows that the monotonic model was rejected.

the event that the single-dimensional model was not rejected, the best-fitting monotonic function is illustrated by dashed lines. The single-dimensional model was rejected in each of the four experiments (Experiments 1A, 1C, and 1D; and the new experiment), as illustrated in Panels A, C, D, and F, respectively: $\Delta G^2 > 9.38$, $p < .016$. However, we were unable to reject the single-dimensional model in Experiments 1B and 2, as illustrated in Panels B and E, respectively: $\Delta G^2 < 2.49$, $p > .274$. In general, the results suggest that extra flexibility of a multidimensional model is needed in most circumstances to explain the relationship between JOLs and recall latency when considering both immediate and delayed JOLs.

State-trace plots of JOLs and recall latency: Testing-JOL effect (new experiment)

Panel F of Fig. 2 shows the results from the new experiment, which examined the testing-JOL effect (first versus second cycle of SJT) as well as the delayed-JOL effect. To reveal the unique contribution of prior test experience, apart from any nonmonotonicity arising from the manipulation of immediate versus delayed JOLs, we report separate analyses for immediate and delayed JOLs. The four coupled data points of the immediate-JOL condition are shown in Panel A of Fig. 3, and the four coupled data points of the delayed-JOL condition are shown in Panel B. The state trace for immediate JOLs is indeed nonmonotonic: $\Delta G^2 = 6.87$, $p = .004$ (which requires a multidimensional model) whereas the state trace for delayed JOLs is monotonic: $\Delta G^2 = 0$, $p = 1$.

One lingering question is whether this nonmonotonic function for immediate JOLs and recall latency reflects the fact that immediate JOLs were used, or whether the manipulation of prior test experience was included. To investigate this possibility, we additionally conducted state-trace analyses for immediate JOLs and recall latency of Jang and Nelson’s experiments, which did not include prior test experience. In contradiction to the new experiment for the testing-JOL effect, these state-trace analyses revealed that the single-dimensional model was sufficient for immediate JOLs and recall latency: $\Delta G^2 < 0.09$, $p > .304$, for all five of Jang and Nelson’s experiments (this was equally true for delayed JOLs and recall latency: $\Delta G^2 < 0.03$, $p > .320$, for all five of Jang and Nelson’s experiments). These findings indicate that the departure from monotonicity observed in the immediate-JOL condition of the new experiment is due to the inclusion of prior test practice.

State-trace plots of recall accuracy and latency (all experiments)

When including both JOL conditions and analyzing memory performance in terms of latency, the state-trace results were mostly nonmonotonic (as shown in Fig. 2). However, it is not immediately clear whether these apparent nonmonotonic functions reflect dissociations between JOLs versus memory performance
more broadly, or whether they reflect dissociations between recall accuracy and latency (with recall accuracy tracking with JOLs whereas latency reflects some other processes). To assess this situation, we conducted state-trace analysis between the two measures of memory performance (recall accuracy versus latency) for each experiment when both immediate- and delayed-JOL conditions were included. The monotonic function was rejected for each of the four experiments (Experiments 1C, 1D, and 2; and the new experiment), as illustrated in Panels C, D, E, and F of Fig. 4, respectively: \( \Delta G^2 < 3.81, ps \leq .097 \). However, the single-dimensional
model was not rejected in Experiments 1A and 1B, as illustrated in Panels A and B, respectively, with dashed lines: \( \Delta G^2 > 2.78, ps \geq .227 \). These results indicate that there is indeed a dissociation between recall accuracy and latency, which may underlie the observed dissociations between JOLs and recall latency in some cases (e.g., Experiments 1C and 1D; and the new experiment). However, this dissociation between recall latency and accuracy does not fully explain the JOL results. First, the state trace of Experiment 1A between recall accuracy and latency (Panel A of Fig. 4) supports a single-dimensional account of memory whereas this experiment revealed a multidimensional account of JOLs and recall latency (Panel A of Fig. 3). Second, the state trace of Experiment 2 supports a multidimensional account of recall accuracy and latency (Panel E of Fig. 4) but a single-dimensional account of JOLs and recall latency (Panel E of Fig. 3).

We further conducted state-trace analysis between recall accuracy and latency for each of the immediate- and delayed-JOL conditions separately. The results revealed that the single-dimensional model was not rejected in all 12 data sets (i.e., six experiments \( \times \) two JOL conditions): \( \Delta G^2 < 0.09, ps \geq .308 \).

State-trace plots of JOLs and recall accuracy (all experiments)

Finally, state-trace analysis of JOL magnitude and recall accuracy was conducted for each experiment when including the manipulation of immediate versus delayed JOLs. The state trace across the eight coupled data points supported the single-dimensional model in every case: \( \Delta G^2 < 0.08, ps \geq .703 \), except for Experiment 1C: \( \Delta G^2 = 14.45, p = .001 \). First, the monotonic function found in each of the five experiments (Experiments 1A, 1B, 1D, and 2; and the new experiment, as well) was consistent with perfect monotonicity from Jang and Nelson (2005) in which state-trace analysis was performed separately for each of the immediate- and delayed-JOL conditions (i.e., with four coupled data points). Specifically, for immediate JOLs, the model fit \( \Delta G^2 \) was approximately zero for all six experiments, including the new experiment \( ps \geq .954 \). For delayed JOLs, this was equally true not only for all five of Jang and Nelson’s experiments \( ps \geq .951 \) but also for the new experiment \( p = .408 \). These findings indicate that the support for the single-dimensional account of JOLs and recall reported by Jang and Nelson was not an artifact of failing to analyze the data for both JOL conditions simultaneously. Second, the sole exception is presented in Fig. 5, which shows the state-trace plots of JOLs and recall accuracy for Experiment 1C, revealing a nonmonotonic function when the immediate and delayed conditions are put into the same state-trace plot (Panel C) even though these functions are monotonic when the immediate (Panel A) and delayed (Panel B) JOL conditions are analyzed separately.

In general, these state-trace plots comparing JOL magnitude and recall accuracy support Jang and Nelson’s (2005) conclusions regarding the intrinsic and extrinsic cues from the cue-utilization framework (Koriat, 1997). That is, according to the cue-utilization framework, JOLs and recall accuracy should have been differently affected for these particular experimental manipulations. However, monotonic state-trace results are only useful if both of the dependent measures are sufficiently affected by the manipulations. Specifically, a multidimensional model will necessarily produce a monotonic state-trace plot if one of the dependent measures is unchanged by the manipulations, such as could occur at ceiling of floor, or if the manipulations are too weak. Jang and Nelson addressed this issue with an analysis of variance (ANOVA) of JOLs and recall accuracy separately, and in the Appendix, we report the corresponding ANOVAs for the new experiment. Of note, such a manipulation check is not necessary for the recall latency results considering that the state-trace plots were clearly nonmonotonic when recall latency was compared to either JOL magnitude or recall accuracy; if recall latency had not been affected by the experimental manipulations, those state-trace plots would have been monotonic.

Discussion

Using state-trace plots, we reanalyzed the data of Jang and Nelson (2005) and a new experiment to revisit the conclusion that a single latent variable underlies both JOLs and recall. Jang and Nelson tested Koriat’s (1997) cue-utilization framework, which predicted that intrinsic cues should affect JOLs and recall equivalently whereas extrinsic cues should affect recall more than JOLs, indicating a two-dimensional model. In contradiction to the prediction from the cue-utilization framework, all 10 state-trace plots from the five experiments of Jang and Nelson (five for immediate JOLs and the remaining five for delayed JOLs), revealed monotonic

---

1 We are deeply indebted to John Dunn for bringing this to our attention.
functions, suggesting that a single latent variable (e.g., memory strength) explains JOLs and memory performance. This conclusion also held for separate analysis of the immediate- and delayed-JOL conditions in the new experiment (i.e., in total, all 12 state-trace plots of monotonic functions). However, we note that the single-dimensional model is nested under a multidimensional model and the reported monotonic functions do not necessarily falsify a multidimensional model. Instead, it may be that the true multidimensional model happened to project onto the 2D subspace defined by the chosen dependent measures and manipulations in such a way as to produce a monotonic function. Our new analyses produced nonmonotonic functions (rejecting the single-dimensional model) when we used recall latency as the dependent measure of memory performance rather than recall accuracy. Furthermore, this was the case for the originally reported data as well as the data of the new experiment that included manipulations sensitive to JOL accuracy (i.e., timing of JOLs and test practice). Additional analysis revealed that this dissociation between JOL magnitude and recall latency was partially, but not fully, explained by dissociations between recall accuracy and latency.

Reiterating an important point made in the Introduction, when considering that these experiments used a self-paced cued recall (rather than free recall) test, and when considering that these experiments used a mixed design in which the participant could not know the experimental condition of the cue word on a test trial prior to successful recall, it is unlikely that these latency differences between conditions reflect changes in the decision process, such as response caution. Rather, differences in retrieval latency between

Fig. 6. Two-dimensional models to account for the results of Jang and Nelson’s (2005) experiments and the new experiment (Panels A to D); and a three-dimensional model that incorporates the two-dimensional models (Panel E). See text for explanation.
the conditions likely reflect differences in the magnitude or quality of the target memory.

These results are generally supportive of theories of JOLs, which appeal to factors other than memory strength when explaining improved JOL accuracy (or gamma correlation) in one condition relative to another condition. Although state-trace analysis can be used to identify the number of latent variables underlying the observed dependent measures, it does not identify the nature of these latent variables, which might or might not be consistent with existing theories. Next, we consider several possibilities. Fig. 6 shows candidate two-dimensional models (Panels A to D) for explaining different pairs of dependent measures as well as a three-dimensional model as applied to all three dependent measures (Panel E). For each panel, experimental manipulations included in the analysis, possible latent variables, and dependent measures are illustrated from left to right through arrows. In this way, we consider how latent variables underlie JOLs and recall might explain all results.

A two-dimensional model with two different aspects of memory strength

The first three panels of Fig. 6 (Panels A to C) present a specific two-dimensional model which assumes that there are two different aspects of memory strength, with one related to the sufficiency of encoding and the other unique to the retrieval process. The encoding strength latent variable is assumed to affect JOLs, recall accuracy, and recall latency whereas the retrieval strength latent variable uniquely affects latency. Specifically, Panel A (for the delayed-JOL effect) captures the nonmonotonic state-trace plots between JOL magnitude and recall latency observed in four experiments (Experiments 1A, 1C, and 1D; and the new experiment), in which recall latency was shorter in the delayed-JOL condition than in the immediate-JOL condition. Panel B (for the testing-JOL effect) captures the nonmonotonic state-trace plot between JOL magnitude and recall latency observed in the immediate-JOL condition of the new experiment, in which recall latency was shorter after prior test experience. Panel C captures the nonmonotonic state-trace plots between recall accuracy and latency observed in four experiments (Experiments 1C, 1D, and 2; and the new experiment), in which recall latency was shorter in the delayed-JOL condition than in the immediate-JOL condition. This model suggests that covert retrieval practice (such as might occur more effectively when giving a JOL rating after a delay) as well as overt retrieval practice (such as occurs with prior testing experience) leads to faster recall. To the best of our knowledge, this is the first report of faster recall in the delayed-JOL condition as compared to the immediate-JOL condition, despite no difference in recall accuracy between the two conditions (although JOL studies do not typically consider recall latency).

The concept of retrieval strength as a second aspect of memory is consistent with the conclusion that study practice has a larger effect on encoding but a smaller effect on retrieval, as compared to test practice (Birnbaum & Eichner, 1971; Hogan & Kintsch, 1971). For example, MacLeod and Nelson (1984) found shorter recall latency but lower recall accuracy immediately after four testing cycles in comparison to three study cycles and one testing cycle (i.e., STT versus SSST: see also, van den Broek, Segers, Takushima, & Verhoeven, 2014). Similarly, an immediate final test following test practice without feedback often fails to increase recall accuracy even relative to the control (with no practice) condition (e.g., Jang, Wixted et al., 2012) although a hidden benefit of this test practice is revealed by analyzing recall latency (e.g., Hopper & Huber, 2018).

This model explains the nonmonotonic function between JOL magnitude and recall latency for the new testing-JOL experiment when analyzing the data only for immediate JOLs. In this case, prior test experience increased retrieval strength, producing faster recall, but this increase in retrieval strength had little impact on the on-average JOL magnitude. However, JOL accuracy, as measured by the gamma correlation, increased with prior test experience (i.e., the testing-JOL effect). Thus, this model implies some sort of item-by-item differentiation process to explain why prior test experience produced no or little change in the on-average JOL magnitude across items even though prior test experience produced a better ability to predict which items would be recalled. In other words, it must be that while JOL magnitude increased for items that would be recalled as a function of prior test experience, JOL magnitude decreased for items that would not be recalled as a function of prior test experience. That this nonmonotonicity only occurred with the immediate-JOL condition is sensible when considering the hypothesis that a delayed JOL involves a covert retrieval attempt or does that more effectively than an immediate JOL, in which case even the no-testing condition has some level of covert retrieval practice experience. The question of whether the delayed-JOL effect reflects covert retrieval is detailed in competing accounts of the delayed-JOL effect (Nelson & Dunlosky, 1991; Spellman & Bjork, 1992; see also, Jang, Wallsten et al., 2012), and the success of this model may shed light on this debate.

The two different aspects of memory strength model presented above can explain many, but not all of the reported dissociations. Specifically, the new analysis of JOL magnitude and recall accuracy that included both immediate and delayed JOLs produced a nonmonotonic function in one case (Experiment 1C). Perhaps, this finding may be an outlier although in light of the high reliability of this conclusion (Panel C of Fig. 5), this deserves additional consideration. Thus, we consider the possibility that there may be a latent variable that is unique to JOLs, as shown in Panel D of Fig. 6. For this model, we assumed that JOLs (or more generally, metacognitive judgments) are based on not only memory strength but also another kind of information, or ‘confidence strength’, explaining the monotonic function between JOL magnitude and recall accuracy found in Experiment 1C, such that the immediate-JOL condition boosted JOL magnitude without affecting recall accuracy. This nonmonotonicity is consistent with the finding from Rhodes and Tauber’s (2011) meta-analysis, which concluded that participants are overly confident when making an immediate JOL as compared to a delayed JOL. That is, the dissociation between JOL magnitude and recall accuracy may reflect a change in JOL calibration (i.e., a shift in use of the JOL scale) that is concomitant with the change in JOL accuracy (i.e., knowing which items will or will not be recalled in the future). For some reason, this overconfidence effect was more pronounced in Experiment 1C: The same overconfidence pattern was found in all experiments, but only for Experiment 1C, was it of such a magnitude as to produce a nonmonotonic function between JOLs and recall accuracy.

Although it is not clear what causes overconfidence for immediate JOLs, one possibility is suggested by the claim that ease of retrieval can mislead metacognitive judgments (e.g., Benjamin, Bjork, & Schwartz, 1998). It is likely that people monitor information retrieved from both short- and long-term memory (STM and LTM) when making a JOL, and in general, information is retrieved more quickly from STM than from LTM (Wescourt & Atkinson, 1973). STM information retrieved during immediate JOLs is strong (i.e., the just studied cue–target pair is likely still in STM at the time of the immediate JOL), not only producing overconfidence, but also adding noise to the prediction of subsequent recall (Nelson & Dunlosky, 1991) because such information is not available at the time of recall. STM information is absent for delayed JOLs, resulting in less confident JOLs and also allowing relative differences in JOLs to reflect the more diagnostic LTM information.
A three-dimensional model combining both two-dimensional models

We now consider a three-dimensional model that incorporates both of the above-mentioned two-dimensional models, as seen in Panel E of Fig. 6. Particularly, this three-dimensional model is needed to explain the JOL magnitude and recall accuracy results of Experiment 1C as well as the JOL magnitude and recall latency results from that experiment. Experiment 1C used Swahili–English word pairs (difficult versus easy pairs for the intrinsic cue), and so even the easy pairs would be unfamiliar as compared to other experiments, which used English–English word pairs. In addition, this experiment used study duration (short versus long duration for the extrinsic cue), which is a weaker manipulation as compared to other experiments, which used the number of presentations (e.g., Malmberg & Shiffrin, 2005). For this particular combination of factors (e.g., unfamiliar word pairs that were studied only once), it may be that nondiagnostic confidence-strength information played a stronger role when making JOL ratings. In this case, the results confirm predictions of the cue-utilization framework as regards mnemonic cues. Koriat (1997) distinguished between the rule-based influence underlying the direct effects of intrinsic and extrinsic cues versus the heuristic-based influence underlying the internal, mnemonic cues, and one may refer to Koriat’s rule- and heuristic-based influences as confidence strength and the strength of memory encoding, respectively. Critically, the failure to find confidence strength effects in the other experiments does not falsify the cue-utilization framework. Instead, across all experiments the pattern of results seems to indicate that while JOLs primarily reflect memory encoding strength (but not memory retrieval strength, which is unique to recall latency), situations with highly impoverished memories (e.g., second language learning with a single study episode), result in JOLs that more strongly reflect the rule-based process (i.e., not enough information regarding the target memory).

Implications for state-trace methodology

Beyond the implications of our results for JOLs and recall, the results of the present study have important implications for state-trace methodology. Specifically, we make the point that monotonic functions do not rule out the possibility that more than one latent variable underlie the observed data. Instead, the conclusion favoring a single latent variable is made based on parsimony, but there is always the possibility of a hidden nonmonotonicity that would be revealed by choosing different manipulations or different dependent measures.

In terms of different manipulations, the results of the present study indicate the advantage of using higher order factorial designs. Specifically, a $2 \times 2$ design can be insufficient for adjudicating between a single-dimensional versus multidimensional model (Loftus et al., 2004). As applied to the current case, when JOL magnitude and recall accuracy were analyzed separately in each of the immediate- and delayed-JOL conditions (i.e., two separate $2 \times 2$ designs), the results from all 12 data sets revealed monotonic functions. However, in the case of Experiment 1C, when the same data were analyzed while including both immediate and delayed JOLs (e.g., eight coupled data points, given a $2 \times 2 \times 2$ design) a reliable nonmonotonic function was revealed (also see, Biederman & Tsoa, 1979). That is, a nonmonotonicity can be hidden in a $2 \times 2$ design although the new experiment produced a nonmonotonic function between JOL magnitude and recall latency not only in a $2 \times 2 \times 2$ design, but also in a $2 \times 2 \times 2 \times 2$ design of the immediate-JOL condition.

In terms of different dependent variables, the results of the present study indicate that monotonic functions when performance is analyzed with one dependent measure (accuracy) can change to nonmonotonic functions when performance is analyzed with a different dependent measure (latency). Of note, detailed analyses of latency distributions demonstrate that latency is a highly complex dependent measure, potentially reflecting as many as seven different latent variables (e.g., Ratcliff & McKoon, 2008). Thus, perhaps it is not surprising that nonmonotonicity is revealed when using latency. However, the extra latent variables contained within sequential sampling models of reaction time data are largely designed to capture decisional aspects of two-choice performance tasks under time pressure. For instance, there may be a bias for one response over the other that differs between conditions, or one condition may result in slow but accurate responding whereas another condition results in fast error-prone responding. However, in the current case, the condition of a test item could not be known without first recalling the circumstances of initial study, and so these decisional factors were unlikely to vary between conditions. Nevertheless, an important caveat when considering the adoption of additional dependent measures in an attempt to reveal a hidden nonmonotonicity is that the chosen dependent measures need to be task-relevant in a meaningful way for the question of interest.

Another caveat to our use of latency is the finding that a dissociation between accuracy and latency explained some of the reported nonmonotonicity results. Thus, while the adoption of a new dependent measure revealed a previously hidden nonmonotonicity, that nonmonotonicity reflected a more nuanced understanding of memory performance (i.e., the factors that affect accuracy versus those that affect latency). However, this does not invalidate the conclusions regarding JOLs but rather paints a more complete picture of the way(s) in which JOLs are related to memory performance, revealing that JOLs are more sensitive to the latent memory variable that underlies recall accuracy and less sensitive to the latent memory variable that underlies recall latency.

Finally, we reiterate that while state-trace analysis can determine how many latent variables underlie the results, it does not identify the nature of those variables. For instance, the model presented in Panel E of Fig. 6 is one possible account of JOLs and recall, but different interpretations for the underlying processes of JOLs and recall might be reached, based on interaction effects from the traditional methodology (see Loftus, 1978; Loftus et al., 2004, for details) or given different experimental manipulations. More generally, specific models could be tested within a state-trace framework using signed difference analysis (Dunn & James, 2003; Stephens, Dunn, & Hayes, 2018), which asks whether the results are qualitatively compatible with a specific model, rather than simply assessing the number of latent variables.

Conclusions

The present study reversed some of the conclusions reached by Jang and Nelson (2005), revealing dissociations between JOLs and recall when recall performance was measured with recall latency, and in one case when JOL magnitude and recall accuracy were assessed across the full factorial set of conditions that included both immediate and delayed JOLs (Jang and Nelson analyzed each JOL condition separately). This reversal of prior conclusions places an important caveat on the use of state-trace methodology, demonstrating the risk of failing to reject the null hypothesis that a single latent variable explains an observed monotonic function. Instead, it may be that a multidimensional model is closer to the truth, with the observed monotonic function arising from the particular choice of dependent measures and experimental manipulations. Yet, it is not clear from these results whether the important dissociation lies between JOLs and recall latency or whether it lies between recall accuracy and latency: it appears that both forms of dissociation played some role.
Beyond the implications for state-trace methodology, the present study informs theories of JOLs and metacognition. Similar to Jang and Nelson (2005), we found support for the specific two-dimensional model that distinguishes between intrinsic and extrinsic cues (Koriat, 1997). However, unlike Jang and Nelson, we found clear evidence against a unidimensional account of the relationship between JOLs and recall performance where recall latency is a key aspect of performance. In brief, our analyses suggest a different two-dimensional model (i.e., not intrinsic and extrinsic cues). Instead, these results suggest that participants engage in covert retrieval when giving delayed JOLs with successful covert retrieval and become more sensitive to the target memory with retrieval practice through an initial test, decreasing recall latency on the final test without changing recall accuracy. In reaching this conclusion, it is important to note that the instructions given to participants ask them to make predictions of future recall success, and participants are likely to take these instructions to indicate judgments of future recall accuracy rather than future recall latency. It remains to be seen whether the dissociation between JOLs and recall latency observed with the data of both JOL conditions will hold if the instructions focus participants on recall latency (e.g., “rate the probability that you will be able to quickly recall the target word on a future recall test”). In any case, because recall accuracy and latency are widely accepted measures of memory performance, these findings pose important challenges for the accounts of JOLs and recall, or more generally, different theories of metacognition.

Appendix. Complete 2 × 2 × 2 (timing of JOLs, extrinsic cue, and intrinsic cue) analysis of variance of the new experiment

<table>
<thead>
<tr>
<th>Correct recall</th>
<th>JOL magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>F(1, 48)</td>
<td>p</td>
</tr>
<tr>
<td>T 3.04</td>
<td>.088</td>
</tr>
<tr>
<td>E 427.92</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I 192.34</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>T × E 2.69</td>
<td>.108</td>
</tr>
<tr>
<td>T × I 4.01</td>
<td>.051</td>
</tr>
<tr>
<td>E × I 45.48</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>T × E × I 2.30</td>
<td>.136</td>
</tr>
</tbody>
</table>

Note. Effect size (ES) is reported only when the F value was significant. JOL = judgment of learning; T = timing of JOLs (immediate versus delayed JOLs); E = extrinsic cue (first SJT [no testing] versus second SJT [testing]); I = intrinsic cue (unrelated versus related pairs).
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