
Active Bias: Training a More Accurate Neural Network

by Emphasizing High Variance Samples
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Conclusion and Future Work
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Experimental setup
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Easy [1,2]:  
SGD-(S/W)E 

Difficult [3]:  
SGD-(S/W)D

Uniform: SGD-Uni, SGD-Scan
Not robust to 
label noise Train slowly

Uncertain:  
SGD-(S/W)PV: Sampling/Weighting according to Prediction Variance 

 SGD-(S/W)TC: Sampling/Weighting according to Threshold Closeness

Figure comes from [4]Figure comes from [4]

Methods and Related Work

Example: Logistic Regression
Variance based active learning selects more 

informative training samples to annotate. Does it 
help if we emphasize those examples in SGD?

Can we apply this trick to reinforcement learning?

Obj func:

Assumption 1:
Assumption 2:

Weighting more uncertain examples (with 
high prediction variance or close to decision 

boundary) reduces classifier uncertainty.
Figure comes from the Blog of Yarin Gal

High prediction variance,  
highly informative

Low prediction variance,  
less informative

Feature

Prediction

Training error Validation error Emphasize
Low Low Uncertain or hard examples
High High Uncertain or easy examples 
Low High Future work

Lightweight supervised training trick motivated by active learning.


