Pseudo-spectral numerical simulation of miscible fluids with a high density ratio
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Abstract

A computational algorithm is described for direct numerical simulation (DNS) of turbulent mixing of two incompressible miscible fluids having greatly differing densities. The algorithm uses Fourier pseudo-spectral methods to compute spatial derivatives and a fractional step method involving the third-order Adams–Bashforth–Moulton predictor–corrector scheme to advance the solution in time. The pressure projection technique is shown to eliminate stability problems, previously observed, when the ratio of the densities in the two streams is as high as 35. The algorithm is investigated in detail for mixing in isotropic homogeneous turbulence of two fluids with a density ratio of 10. The limit on the density ratio is imposed so that the flow is both everywhere turbulent and spatially resolved. Both fluids have the same molecular viscosities, the nominal Schmidt number is 0.7, and the initial nominal Reynolds number based on the integral length scale and the rms velocity is 158. No body force is considered. It is shown that the pressure projection scheme does not limit the temporal accuracy of the solution when periodic boundary conditions are used, but that it significantly affects the stability of the simulations. It is also shown that the rate at which turbulence kinetic energy dissipates averaged for the whole computational domain is almost unaffected by density ratio.

1. Introduction

Since the seminal laboratory experiments in variable density turbulence by Brown and Roshko [1], considerable progress has been made toward understanding and modeling flows in which large density variations are the result of temperature or concentration gradients. Nevertheless, Lele [2] recently concluded that “new experiments (laboratory and numerical) which are specifically designed to shed light on physical and modeling issues, and executed in conjunction with theoretical and modeling studies are critical for further advances”. Similarly, Belan [3] notes that more extensive data sets are necessary for validating variable density turbulence models. Brown and Roshko [1] remark that laboratory experiments in variable density turbulence are quite difficult due to the fact that either a wide temperature range is required to produce the desired density gradient, or else bottled gases must be used, which are not free. It is informative that Brown and Roshko could afford to run their experiments for several seconds whereas experiments in constant density turbulence are often run for hours while equipment equilibrates and conditions are adjusted to produce as nearly canonical flows as possible. While experimental techniques have improved significantly since Brown and Roshko conducted their experiments, the problem of generating a high density ratio persists. This suggests that, for studying canonical flows for the purpose of theory and model development, direct numerical simulations are a valuable tool.

In direct numerical simulations, the Navier–Stokes equations and other transport equations of interest are numerically solved on a computational grid sufficiently fine to resolve all the scales of turbulent motion [4]. If the appropriate equations are solved accurately and with suitable initial and boundary conditions, it is often argued that the results can be used in the development and testing of...
models and theories on turbulent flows. Orszag and Patterson [5] presented the first DNS results to show a simulated flow field with many of the characteristics of a turbulent flow. In the subsequent decade, the technique was employed to study, e.g., first-order closure modeling [6,7], density stratified flows [8,9], and turbulent wakes [10]. As computing power increased, turbulent reacting flows became the focus of many DNSs because the simulations could provide information at length and time scales difficult to measure in the laboratory [11–13]; Vervisch and Poinset [14] provide a review. Recent direct numerical simulations have also been used to study flows in which density gradients are due to high Mach number effects, i.e., compressible flows, including channel flow [15,16], boundary layers [17,18], shear layers [19], and jets [20,21].

The term variable density turbulence takes on different meanings depending on context. For aeronautics, it is usually taken to refer to flows in which density differences are due to high Mach number effects. For geophysical fluid dynamics, variable density turbulence is often considered within the restrictions of the Boussinesq approximation. In this paper, we consider turbulent interaction of two miscible incompressible fluids with differing densities and denote this flow regime as variable density at zero Mach number (VDZM).

The mathematical foundation for the zero Mach number methodology is provided by Klainerman and Majda [22]. McMurtry et al. [23,24] employed it in their studies of a chemically reacting mixing layer, and Cook and Riley [12] used a similar approach to simulate a reacting plume. Sandoval [25] develops the equations of motion for incompressible miscible fluids having differing densities, and solves them numerically with a density ratio of 4. All of these researchers found that the explicit numerical schemes used to advance the zero Mach number equations in time were unstable except for fairly low density ratios. To avoid this problem, Najm et al. [26] implement a predictor-corrector scheme for simulations of reacting flows, and Cook and Dimotakis [27] use a slightly different predictor-corrector scheme to simulate Rayleigh–Taylor instabilities with a density ratio of three. The latter formulation, however, is still not suitable for density ratios up to 35 typical of recent laboratory experiments, e.g., [28–34].

It is important to note that the difficulties that researchers have had in running simulations with high density ratios are due to the use of spectral methods to compute the spatial derivatives. Spectral methods are very attractive for numerical investigations of basic physics because phase errors are very small, rates of convergence are very high, and the truncation error decreases faster than algebraically as the number of Fourier modes becomes large [35]. Practical implementation of spectral methods, however, requires the use of an explicit time stepping scheme. If, for instance, a finite volume technique were used then a left-hand side matrix with variable coefficients could be used to overcome the numerical issues discussed here.

In this paper, we address numerical issues associated with using pseudo-spectral methods to simulate miscible fluids with high density ratios and present an algorithm that has been tested satisfactorily for density ratios as high as 35. The equations governing variable density miscible flows at zero Mach number are reviewed in the next section, and an explicit numerical method for solving these equations with high density ratios is developed in Section 3. In Section 4, we present the flow configuration used for our tests of the algorithm. In Section 5, computational issues are considered, including temporal accuracy, pressure projection, and dealiasing. Some modeling implications of the simulation results for isotropic homogeneous turbulence with high density ratio are discussed in Section 6.

2. Formulation

The flow of two miscible fluids is assumed to be a solution to the non-dimensional Navier–Stokes equations

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \rho u_i}{\partial x_i} = 0,
\]

\[
\frac{\partial \rho u_i}{\partial t} + \frac{\partial \rho u_i u_j}{\partial x_j} = -\frac{\partial P}{\partial x_i} + \frac{\partial \tau_{ij}}{\partial x_j} + \frac{1}{F^2} \rho g_i.
\]

Additionally, assuming Fickian diffusion and no interfacial surface tension, the transport equation for \(Y_i\), the mass fraction of species \(i (i=1 \text{ or } 2)\), is

\[
\frac{\partial \rho Y_i}{\partial t} + \frac{\partial \rho u_i Y_i}{\partial x_i} = - \frac{1}{P_e} \frac{\partial}{\partial x_i} \left( \rho \frac{\partial Y_i}{\partial x_i} \right).
\]

Here, \(\rho (x, t), u_i(x, t), \text{ and } p(x, t)\) are the density, velocity, and pressure fields, and \(g_i\) is the acceleration vector. Eqs. (1)–(3) have been non-dimensionalized by characteristic velocity and length scales \(U\) and \(L\), an acceleration magnitude \(g\), and by a characteristic density \(\rho_0\) taken here to be the (constant) mean density in the flow. The dynamic viscosity \(\mu\) and the mass diffusivity \(\mathcal{D}\) are assumed to be the same for both species so that the nominal Reynolds number, \(Re = UL\rho_0/\mu\), and the nominal Péclet number, \(Pe = UL\rho_0/\mathcal{D}\), are constant. \(F = \sqrt{U^2/gL}\) is a Froude number. For the viscous stresses, a Newtonian fluid with zero dilatational viscosity, e.g., an ideal monoatomic gas, is assumed so that

\[
\tau_{ij} = \frac{1}{Re} \left[ \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial u_k}{\partial x_k} \right].
\]

Denoting the (constant) microscopic densities of the two species as \(\rho_1\) and \(\rho_2\), the local density is related to the mass fractions by

\[
\frac{1}{\rho} = \frac{Y_1}{\rho_1} + \frac{Y_2}{\rho_2}.
\]

Combining (1) and (3) and noting that \(Y_1 + Y_2 = 1\) yields an equation for the evolution the local density (cf. [36,29,37,28,25,27]).
\[ \frac{\partial \rho}{\partial t} + u_i \frac{\partial \rho}{\partial x_i} = \rho \frac{\partial}{\partial x_i} \left( \frac{1}{\rho} \frac{\partial \rho}{\partial x_i} \right) \]  

(6)

and an equation for the divergence of the velocity field

\[ \frac{\partial u_i}{\partial x_j} = - \frac{1}{\rho} \frac{\partial}{\partial x_j} \left( \frac{1}{\rho} \frac{\partial \rho}{\partial x_j} \right) \]  

(7)

So while the flow is composed of two incompressible fluids, the velocity field is divergent.

In the preceding derivation, several important restrictions have been applied. By assuming Fickian diffusion, we implicitly assume that mass diffusion due to temperature and pressure gradients is negligible compared with that resulting from concentration gradients. Thus, the flow is assumed to be at zero Mach number so that fluctuations in temperature and pressure are small compared with their mean values. Additionally, \( \rho_1 \) and \( \rho_2 \) are constant so that each fluid is incompressible and the thermal energy equation is decoupled from the problem.

3. Numerical algorithm

Eqs. (2) and (6) with appropriate boundary conditions constitute a well posed problem that is to be solved numerically. In particular, we are interested in highly accurate solutions to canonical flow configurations for use in developing theories and models for VDZM turbulence. Since spectral methods have the advantages for this application that are noted in the introduction, we consider a numerical method for the solution of (2) and (13) can be solved simultaneously via block LU decomposition as recommended for incompressible flows by Perot [39]. Doing so, however, is impractical with pseudo-spectral spatial discretization, and so we assume

\[ \rho^{\Phi} = \rho^n + \frac{\Delta t}{2} (3R_p - R_p^{n-1}), \]  

where

\[ R_p = \rho \left( \frac{1}{\rho} \nabla^2 \log \rho - \mathbf{u} \cdot \nabla \log \rho \right). \]  

(10)

During the first time step of the simulation, \( R_p^{n-1} \) is not known, so that the Adams–Bashforth scheme is not suitable for the solution of \( \rho^\Phi \). For the first time step, a forward Euler scheme is used:

\[ \rho^\Phi = \rho^n + (\Delta t) R_p^n. \]  

(11)

Next, the half-step momentum, \( m^* \), is computed by advancing the viscous, body force, and nonlinear terms in time:

\[ m^* = \rho \mathbf{u}^n + \frac{\Delta t}{2} [3R_p - R_p^{n-1}], \]  

(12)

where \( R = \nabla \cdot \mathbf{\tau} + \rho g - \nabla \cdot (\rho \mathbf{uu}) \). The predicted hydrodynamic pressure is determined by inverting the Poisson equation

\[ \nabla^2 p^\Phi = \frac{1}{\Delta t} \left[ \nabla \cdot m^* + \frac{\partial \rho}{\partial t} \right]^\Phi. \]  

(13)

McMurtry [38] was apparently the first to note that error in predicting \( (\partial \rho / \partial t)^\Phi \) in (13) is the source of the numerical instability observed by various researchers when solving the zero Mach number equations. Continuity can be used to replace the term with \( -\nabla \cdot (\rho \mathbf{u})^\Phi \), in which case it is apparent that (2) and (13) can be solved simultaneously via block LU decomposition of the form presented in Section 5.4. Then

\[ (\rho \mathbf{u})^\Phi = m^* - \Delta t \nabla \rho^\Phi, \]  

(15)

and we recover the velocity by assuming that

\[ \rho^\Phi \mathbf{u}^\Phi = (\rho \mathbf{u})^\Phi. \]  

3.2. Corrector step

The corrected density at time step \( n+1 \) is obtained using the third-order Adams–Moulton corrector, i.e.,

\[ \rho^{n+1} = \rho^\Phi + \frac{5\Delta t}{12} (R_p^\Phi - 2R^n + R_p^{n-1}). \]  

(16)

A trapezoid corrector is used for the first time step.
The momentum at $t^{n+1}$ is computed from

$$m^{n+1} = \rho^{\ast} u^{\ast} + \frac{5 \Delta t}{12} \left[ R^{\ast} - 2 \dot{R}^{\ast} + \dot{R}^{\ast-1} \right]$$

and

$$\nabla^2 \rho^{n+1} = \frac{1}{\Delta t} \left[ \nabla \cdot m^{n+1} + \dot{\rho} \right]^{n+1}.$$  

Here, $(\dot{\rho}/\dot{c})^{n+1}$ is estimated from (6) using $\rho^{n+1}$ and $u^{\ast}$. Finally,

$$(\rho u)^{n+1} = m^{n+1} - \Delta t \nabla \rho^{n+1}$$

and the assumption $u^{n+1} = (\rho u)^{n+1}/\rho^{n+1}$ is made.

4. Flow configuration

To test the algorithm and investigate certain aspects of VDZM turbulence, we consider the case of decaying isotropic homogeneous turbulence. The initial velocity field is based on Nilsen and Kosály’s (NK) simulations of an incompressible flow [40] (cf. [41]). Their simulations exhibited many characteristics of grid turbulence, but it is noted that matching results from actual laboratory experiments requires significantly greater large-scale resolution than was available to those authors at the time the simulations were run [42,43]. For the purposes of the current research, it is advantageous to start with the NK fields since they have been studied extensively and are relatively small and thus easy to work with. Sandoval et al. [25,44] used a substantially similar incompressible velocity field as the basis for his VDZM simulations.

The velocity field used as the basis for our initial conditions is the NK case R3. Defining $t$ as the integral length scale, $u_{\text{rms}}$ as the rms of the fluctuating velocity, $\eta_k$ as the Kolmogorov length scale, and $\rho_0$ as the mean density then $Re = u_{\text{rms}} \rho_0 / \mu = 158$, $\ell / \eta_k = 44$ and $u_{\text{rms}} / \ell = 1.02$. In a domain of length $2\ell$ on each side, the small scales of the field would be marginally resolved in a domain with 54 wave numbers per the criteria of Eswaran and Pope [45]. The NK velocity field was modified to create the initial conditions for the current simulations by imposing an initial density field (discussed below) and applying pressure projection so that $\nabla \cdot \rho u = 0$. The initial velocity spectrum for density ratio $r = 10$ is shown in Fig. 1.

The initial scalar fields are randomly generated in Fourier space using the method of Eswaran and Pope [45]. The fields are statistically isotropic with the integral length of the scalar comparable to the integral length of the velocity. A contour plot of the initial mass fraction field $Y_1$ is shown in Fig. 2, where $Y_1$ is related to $\rho$ by

$$Y_1 = \frac{\rho_1 (\rho - \rho_2)}{\rho (\rho_1 - \rho_2)}.$$  

A density field with a specific density ratio is produced by selecting $\rho_1$ and $\rho_2$. For convenience, we use $\rho_0 = (\rho_1 + \rho_2)/2 = 1$, and $\mu$ is held constant, so that the nominal initial Reynolds number is the same for all cases and set equal to the initial Reynolds number in the NK simulations, i.e., $Re = 10 = 158$. Simulations with $r$ as high as 35 have been run successfully to show that the algorithm is capable of simulating density ratios comparable to those currently being studied in the laboratory, but the $r = 10$ case is presented in this paper for the following reasons. In the $r = 10$ case, $\rho_1 = 1/0.55$ and $\rho_2 = 1/5.5$, so the initial Reynolds number in the low density fluid is 29, which, based on

![Fig. 1. Initial velocity and density energy spectra for $r = 10$.](image)

![Fig. 2. Contour plot of initial mass fraction field $Y_1$.](image)
In order to investigate the characteristics of the algorithm, a baseline simulation was developed in which errors due to temporal and spatial resolution and aliasing are negligible. This baseline case is denoted “V1” in Table 1. In this section are discussed the tests conducted to ensure this case is accurate. In the process, various characteristics of the algorithm are presented.

### 5.1. Local accuracy checks

Since the baseline simulation (case V1) was designed primarily to investigate the numerical algorithm presented in this paper, it does not require the full computational resources available. Consequently, it was possible to perform classical resolution tests by increasing spatial resolution and decreasing the time step until a converged solution was achieved. By comparing the value of the local velocity, \( u \), at several locations in simulations with differing grid spacings and time step sizes, case V1 was determined to be well resolved.

### 5.2. Global conservation checks

In the algorithm, the continuity equation (1) is replaced by the transport equation for density (6) that describes the mixing of two miscible, incompressible fluids. As a result, simulations that are not adequately resolved in space and time will not necessarily conserve mass or momentum. In fact, it was observed in the process of developing the current simulations that conservation errors are detectable in a poorly resolved simulation long before instabilities occur. For the current simulations, the algorithm was found to conserve mass and momentum globally. In addition, the mechanical energy equation

\[
\frac{\partial}{\partial t} \left( \frac{1}{2} \rho u_i^2 \right) + \frac{\partial}{\partial x_j} \left( u_i \frac{1}{2} \rho u_i^2 \right) = -u_i \frac{\partial p}{\partial x_j} + \rho u_i u_j + u_i \frac{\partial \tau_{ij}}{\partial x_j}
\]

and the transport equation for the variance of the density fluctuations about \( \rho \)

\[
\frac{\partial \rho^2}{\partial t} + u_i \frac{\partial \rho^2}{\partial x_j} = \frac{1}{Pe} \left[ \frac{\partial}{\partial x_j} \left( \frac{\partial \rho^2}{\partial x_j} \right) - \chi \left( 1 + \left( \frac{\rho}{\rho_c} \right) \right) \right],
\]

with \( \chi = 2 \nu \rho' \cdot \nabla \rho' \) were integrated at instants in time over the entire computational domain and checked that all terms that should be zero were zero and that the remaining terms balanced to machine precision. It was found that, for the proposed algorithm, testing that (21) and (22) balance as strict a check of resolution as the point-wise tests, and can be used for problems that use all available computing capacity, i.e., when it is not practicable to increase the size of the computation domain or reduce the time step size for the purpose of testing resolution.

### 5.3. Dealiasing

Removal of all aliasing errors can be achieved in a pseudo-spectral simulation by filtering, i.e., by zeroing the Fourier coefficients for all wave numbers with magnitude greater than some cutoff wave number, \( k_c \). In a simulation having \( N \) grid points, the maximum wave number is \( k_{\text{max}} = N/2 \). Orszag [46] showed that setting \( k_c \leq 2/3 k_{\text{max}} \) will remove all aliasing in simulations involving quadratic nonlinear terms. In the current algorithm, the nonlinear terms involve three factors. To develop the theoretical dealiasing requirement for this case, let \( x_j = 2\pi j/N \) for \( j = 0, 1, \ldots, N - 1 \). Without loss of generality it is convenient to consider a domain of size \( 2\pi \) so that the wave numbers are integers and the truncated Fourier series for each factor in the nonlinear term are

![Fig. 3. Probability density function of the initial density field with \( r = 10 \).](image)
\[
\rho_j = \sum_{m=-M/2}^{M/2-1} \hat{\rho}_m e^{i k_j m}
\]

\[
\mu_j = \sum_{m=-M/2}^{M/2-1} \hat{\mu}_m e^{i k_j m}
\]

\[
v_j = \sum_{p=-M/2}^{M/2-1} \hat{v}_p e^{i k_j m}
\]

where \( M/2 = k_c \) and the symbol \((\cdot)\) denotes a variable in Fourier space. The discrete transform of the product \( z_j = \rho \mu v \) is

\[
\hat{z}_k = \sum_{j=-M/2}^{M/2-1} z_j e^{-i k_j m}, \quad k = \frac{N}{2}, \ldots, \frac{N}{2} - 1.
\]

Substituting (23) into (24) and omitting terms that are zero due to orthogonality

\[
\hat{z}_k = \sum_{m+n+p=k} \hat{\rho}_m \hat{\mu}_n \hat{v}_p + \sum_{m+n+p=k \neq N} \hat{\rho}_m \hat{\mu}_n \hat{v}_p.
\]

The second term on the right-hand side is the aliasing error. If we filter so that \( \hat{\rho}_m, \hat{\mu}_n, \) and \( \hat{v}_p \) are zero for \( |m| > M/2 \) before the product is computed and \( \hat{z} = 0 \) for \( |k| > M/2 \) after the product is computed, then the largest value of \( M \) required to make the aliasing term zero occurs when

\[
-M/2 - M/2 - M/2 - M/2 = -1 - N
\]

or

\[
M \leq \frac{N+1}{2}.
\]

So Orszag's 2/3 rule becomes the 1/2 rule for the current algorithm.

Since truncating half the wave numbers in each of three dimensions is prohibitively expensive, we consider alternative approaches. Patterson and Orszag [47] used phase shifting to reduce aliasing effects, as did Rogallo et al. [48–50], but implementing such a scheme on modern parallel computers incurs considerable cost. Kerr [51] reports that alternating between the conservation and convection forms when advancing a scalar transport equation in time causes most of the aliasing errors to cancel. More generally, solving an equation in skew-symmetric form significantly reduces aliasing errors [52,53]. However, computing (8) in conservation form is undesirable since it counteracts the simplifying effect of writing the equation in terms of log \( \rho \). Similarly, using the skew-symmetric form for the momentum equation significantly increases the cost of the simulation.

Blaisdell et al. [53] suggest that using the skew-symmetric form may be worthwhile for large-eddy simulations in which, by definition, all the length scales of turbulent motion are not resolved, but may not be necessary for direct numerical simulations that are well resolved. Additionally, McMurtry [38] states that the most damaging aliasing errors are removed in a direct numerical simulation with a quadratic nonlinear term if \( k_c/k_{max} < 15/16 \) and Sandoval [25] uses \( k_c/k_{max} < 9/10 \) for a nonlinear term with three products but does not show how this value was determined.

We seek here the largest value of \( k_c/k_{max} \) that will result in negligible aliasing errors. Having previously determined that the simulation is stable and conserves mass, momentum, and mechanical energy with \( k_c = 86 \), we examine a series of simulations with a range of grid sizes and \( k_c = 90 \); 90 is used instead of 86 in this phase of the testing to accommodate the requirement of FFT routines that values of \( N \) with small prime factors be used. The initial conditions for this series of simulations is case V1 at \( t = 1 \). The case of \( k_{max} = 180 \) meets the 1/2 rule and is used as the baseline against which the other cases are compared. Cases with \( k_{max} = 90, 96, 100, 108, 112, 128, \) and 192 are compared with the 180 case using the metric

![Fig. 4. Normalized differences in the velocity spectra for simulations with \( r = 10, Re_l = 158, k_c = 90, \) and various values of \( k_{max} \) (left panel). Velocity spectra at \( t = 1.25 \) for \( k_c/k_{max} = 0.46875 \) (right panel).](image-url)
\[ \Delta(k) = \frac{|E_{180}(k) - E(k)|}{E_{180}(k)}, \]

where \( k \) is the magnitude of the three-dimensional wave number vector, \( E_{180}(k) \) is the three-dimensional velocity spectrum for case with \( k_{\text{max}} = 180 \) at \( t = 1.25 \) and \( E(k) \) is the same quantity for the case being evaluated. Test results are plotted in Fig. 4.

Evident in the plot is that aliasing errors are significant when no filter is applied, i.e., when the dealiasing filter ratio \( \tau_d = k_c/k_{\text{max}} = 1.0 \). As \( \tau_d \) is reduced, aliasing errors are restricted to a narrowing range of wave numbers until errors are negligible for all wave numbers when \( \tau_d < 0.7 \). The velocity spectra for the cases with \( \tau_d = 0.5 \) and \( \tau_d = 0.46875 \) are identical to seven significant digits which confirms the analytically derived 1/2 rule.

It is concluded from these tests that \( \tau_d \) in the range of 0.7–0.8 is sufficient to remove virtually all the aliasing errors from all wave numbers. We suggest that a less restrictive filter can be used, however, because the highest wave numbers in the simulation are not accurate anyway. This can be seen from the plot of the velocity spectrum at \( t = 1.25 \) for \( \tau_d = 0.46875 \) in the right-hand panel of Fig. 4. The small turn-up at high wave numbers has traditionally been attributed to spectral blocking, i.e., aliasing [54] but the simulation in this case has been shown both analytically and numerically to be free from aliasing errors. Similar turn-ups not due to aliasing errors have been analytically and numerically to be free from aliasing errors. For the simulation in this case has been shown both analytically and numerically to be free from aliasing errors.

5.4. Temporal accuracy and stability

In the algorithm, a fractional step method involving a third-order predictor-corrector scheme with first-order pressure projection is used to advance the solution in time. Citing unpublished work by Temam, Perot [39] shows that such an algorithm will have third-order global truncation error in time when applied to the constant density case with periodic boundary conditions. Similar analysis predicts that the algorithm will be third-order accurate for the VDZM case, too. This was verified to be the true by running the V1 simulation with four different values of \( \Delta t \) and observing the errors in the kinetic energy at a given value \( t \). The reference value for computing the error in kinetic energy was determined by extrapolation of the available data to \( \Delta t = 0 \). The results, shown in Fig. 5 indicate that the algorithm is indeed third-order accurate in time.

Given the Temam–Perot conclusion that the temporal accuracy of a simulation with periodic boundary conditions will not be affected by the order of accuracy of the pressure projection step, we have some latitude in addressing the stability issues, first identified by McMurtry [38], resulting from the manner in which \( R_n^p = \partial \rho / \partial t |^p \) is predicted. Analysis of the current simulation results shows that zeroth-order extrapolation is not a good assumption most of the time, and so we consider schemes of first-order global accuracy or better. In the current implementation of the VDZM algorithm, we have available \( R_n^p \) at three earlier times without incurring an additional storage requirement just for the projection step. Therefore, the highest-order extrapolation scheme available is

\[ R_n^p = 3R_n^{p-1} - 3R_n^{p-2} + \mathcal{O}(\Delta t^3). \]  

Unfortunately, tests with the V1 case show that this extrapolation method causes the overall VDZM scheme to be unstable even for extremely small time steps.

![Fig. 5. Temporal convergence of the kinetic energy error.](image-url)
In addition to the second-order scheme, there is a family of first-order extrapolation schemes:

\[ R^o_\rho = 2R^a_\rho - R^{n-1}_\rho + \alpha(R^a_\rho - 2R^{n-1}_\rho + R^{n-2}_\rho) + \mathcal{O}((\Delta t)^2) \]

\[ = aR^a_\rho + bR^{n-1}_\rho + cR^{n-2}_\rho + \mathcal{O}((\Delta t)^2), \]  \hspace{1cm} (30)

where \( \alpha \) is a free parameter that can be adjusted to improve the stability of the simulation and where the values of \( a, b, c \) depend on \( \alpha \) and are introduced to simplify the discussion that follows. At this point there is no way to proceed analytically without assuming a functional form for \( R_\rho(t) \). We can proceed heuristically, however, by noting that when \( \alpha = 1, (30) \) goes over to the (unstable) second-order extrapolation, and when \( \alpha > 1 \) then \( |b| > |a| \), which, not unexpectedly, leads to instabilities during tests of the V1 case. Also, when \( \alpha = 0 \) then \( c = 0 \) and the scheme is unstable for case V2 unless the time step is significantly reduced. These results suggest that, if a stable scheme exists, it will have \( |a| > |b| > |c| \) and \( c \neq 0 \) in order to combine the stabilizing effect of making \( R^o_\rho \) the dominant term and the damping effect of including \( R^{n-2}_\rho \). It happens that if the second-order Adams–Bashforth scheme is used to approximate \( R_\rho \) at each time in the one-sided finite-difference formula used by Najm et al. [26] to compute \( R^o_\rho \) from stored values of \( \rho \), i.e.,

\[ \frac{\partial \rho^o}{\partial t} = \frac{1}{2\Delta t}(3\rho^o - 4\rho^n + \rho^{n-1}) \]  \hspace{1cm} (31)

then (30) with \( \alpha = 1/4 \) results. Tests of cases V1 and V2 with \( 0 < \alpha < 0.5 \) indicate that the scheme is stable and satisfies global conservation checks for the largest time step when \( \alpha = 0.1 \). This value of \( \alpha \) results in (14).

5.5. Variable timestepping

When simulating flows that are changing rapidly in time, it is often advantageous to use a variable time step that can be adjusted based on flow conditions. For the current scheme, the predictor and corrector steps for \( \rho \) using variable time steps are

\[ \rho^{n+1} = \rho^n + \frac{\Delta \rho^n}{2} \left( \frac{\Delta \rho^n + 2\Delta \rho^{n-1} - \rho^{n+1}_\rho}{\Delta \rho^n - \rho^{n-1}_\rho} \right), \]  \hspace{1cm} (32)

\[ \rho^{n+1} = \rho^n + \frac{\Delta \rho^n}{6} \left( 2\Delta \rho^n + 3\Delta \rho^{n-1} - \frac{\rho^{n+1}_\rho}{\Delta \rho^n + \rho^{n-1}_\rho} \right), \]  \hspace{1cm} (33)

and the extrapolation step to predict \( R^o_\rho \) is

\[ R^o_\rho = \frac{\Delta \rho^n + \Delta \rho^{n-1}}{\Delta \rho^n - \rho^{n-1}_\rho} \rho^n - \frac{\Delta \rho^n + \Delta \rho^{n-1}}{\Delta \rho^{n-1} - \rho^n} \rho^n \]

\[ + \frac{\Delta \rho^n + \Delta \rho^{n-1}}{\Delta \rho^{n-1} - \rho^n} \rho^n - \frac{\Delta \rho^n + \Delta \rho^{n-1}}{\Delta \rho^{n-1} + \rho^{n-2}_\rho} \rho^{n-2}_\rho \]

\[ + \left( \frac{\Delta \rho^n + \Delta \rho^{n-1}}{\Delta \rho^{n-2} - \rho^{n-2}_\rho} \right) \rho^{n-2}_\rho. \]  \hspace{1cm} (34)

6. Results

6.1. Kinetic energy

Sandoval [25] investigated flow configurations similar to those discussed in this paper, but with a maximum density ratio of 4.0. He noted that the evolution of the average kinetic energy, \( K = \langle 1/2 \rho u_i u_i \rangle \), was almost the same in simulations with constant density and with \( r = 4 \) provided that \( \rho \) and \( u_i \) were not correlated. It was postulated that a difference in the decay rate might be observed if the density ratio were sufficiently high. In Fig. 6, \( K \) normalized by \( K_0 \), its value at \( t = 0 \), is shown versus time for the cases listed in Table 1. It is apparent that the decay rates for the three cases with the same nominal Reynolds number (C2, V1 and V2) are almost identical. The constant density case with higher initial Reynolds number (C3) decays more slowly initially but adjusts to approximately the same

---

**Fig. 6.** Time evolution of average kinetic energy (left panel). Probability density of kinetic energy at \( t = 2 \) (right panel).
decay rate by $t = 0.5$. Similarly, the low Reynolds number constant density case (C1) adjusts fairly quickly to about the same decay rate.

These results are a reflection of the fact that isotropic homogeneous turbulence decays in quasi-equilibrium so that, to a good approximation, the average dissipation rate of kinetic energy is equal to the average transfer rate of energy from the large to the small scales. This transfer rate is related to the correlation between $\rho$, $u_i$, and $u_j$, which is unaffected by density ratio if the density and velocity are not correlated. As a result, no dependence on $r$ is observed in the current simulation results shown in Fig. 6. The initial condition is in quasi-equilibrium for $Re_t = 158$, so cases C1 and C3 decay at different rates than the other cases at early time until quasi-equilibrium is restored.

Since the flow is statistically isotropic and homogeneous, and since $\rho$ and $u_i$ are uncorrelated, limited insight can be gained from these simulations about the mean energetics of variable density turbulence. Indeed, for this flow configuration, not only is the evolution of average kinetic energy approximately independent of $r$, the evolution of the probability density of the local kinetic energy, $ke$, is also nearly independent of $r$ as shown in the right-hand panel of Fig. 6. It may be that density gradients do not significantly affect flow energetics unless the density and velocity fields are correlated, or it may be that the flow configuration considered in this paper is not well suited for studying flow energetics.

7. Conclusions

Direct numerical simulations are potentially a valuable tool for studying variable density turbulence at zero Mach number. Previous numerical investigations of this flow regime have been hampered by numerical instabilities in the pressure projection step. The algorithm presented here overcomes the instability problem, at least for density ratios up to 35. In pseudo-spectral schemes, if the spatial resolution is adequate for the conservation equations for mass, momentum, and mechanical energy to balance, then the simulations will be adequately dealiased if $k_L/k_{max} \leq 0.9$. In addition, failure of a simulation to conserve mass to machine precision is a strong predictor of a numerical instability. Finally, it is observed that density ratio has little effect on the mean energetics of isotropic homogeneous turbulence, but it is not clear if this an artifact of the flow configuration of if the result can be applied to more general flows.

Acknowledgments

The authors thank Professor J.B. Perot for his insight into the algorithm proposed in this paper, and Dr. V. Nilsen and Professor G. Kosály for the use of their initial velocity fields. The Arctic Region Supercomputing Center provided high performance computing (HPC) resources for the larger simulations. The remaining simulations were computed in-house on a cluster computer purchased under Office of Naval Research Grant No. N00014-00-1-0449.

References


