Re-examining the thermal mixing layer with numerical simulations
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The question of whether a temperature mixing layer evolves in a self-similar manner is of importance in developing and validating theories about scalar mixing. The simplicity of the flow encourages the thought that it is self-similar, but several laboratory experiments at moderate Peclet numbers have found inconsistencies with self-similar behavior. The experimentalists are limited, however, by the length of the wind tunnels and by difficulties in aligning the virtual origins of the scalar and velocity fields. Direct numerical simulations virtually eliminate both these problems, and large-eddy simulations add the ability to study an approximation to the case of an infinite Peclet number. These two simulation techniques are used in this paper to show that the mixing layer at a moderate Peclet number very nearly evolves with a single length and time scale, and that behavior consistent with self-similarity is observed in the case of an infinite Peclet number. In addition, the results show that direct numerical simulations can accurately reproduce the data from wind tunnel experiments downstream of a turbulence grid, and that large-eddy simulations are a valuable research tool for studying the large-scale characteristics of mixing. © 2000 American Institute of Physics. [S1070-6631(00)00801-1]

I. INTRODUCTION

A thermal mixing layer is a fundamental flow in which transport of an inhomogeneous passive scalar occurs in decaying, homogeneous, isotropic turbulence. It is initiated by establishing a step change in temperature in the direction perpendicular to a steady flow downstream of a grid; the configuration is shown schematically in Fig. 1, and the coordinate system and various quantities are defined there for reference. The flow is of interest because, while being relatively easy to study, it involves physical phenomena, such as mean advection and molecular mixing, which must be accounted for in theories of scalar transport. Scalar mixing layers can also involve diffusive interfaces between reacting species, rather than changes in temperature; such flows are valuable for studying nonpremixed turbulent combustion. For these reasons the mixing layer has been the focus of significant experimental study beginning with Watt and Baines, who showed that the spread of the scalar is approximately described by a constant turbulent diffusivity. Using the data of Foss et al. to support theoretical arguments, Libby reached the same conclusion, and found excellent agreement for the distribution of the mean scalar in terms of a similarity variable. Throughout the early 1980’s, researchers wrestled with the apparent paradox that the experimentally measured mean and rms scalar distributions (and some higher order moments) very nearly collapse when plotted against a similarity variable, but the magnitude of the heat flux is not consistent with a self-preserving flow. Independent experiments were conducted by different research groups on thermal mixing layers in which the initial temperature profile was introduced either upstream of the turbulence generating grid via a toaster in the inlet plenum, or at the grid by heating portions of the mesh, or downstream of the grid by means of a mandoline in the flow. The results were independent of the method used to introduce the scalar, and the consensus developed that the flow is not consistent with self-preservation.

The self-similarity debate has not been settled, however, because (1) the virtual origin of the scalar and velocity fields could not be made to coincide in the laboratory, which complicates the determination of the growth rate of the thermal length scale, (2) the number of integral time scales over which a fully developed mixing layer can be measured is small, and, (3) a self-similar solution is only expected in the limit of an infinite Peclet number, which may not be approachable in turbulence downstream of a grid in a wind tunnel. In numerical simulations, all three of these problems can be significantly ameliorated, if not eliminated. With the advent of massively parallel computers, accurate simulations of grid turbulence have been performed over significant downstream distances, and the virtual origins of the velocity and scalar fields can be made to very nearly coincide, as will be reported in this paper. Large-eddy simulations can be used to compute approximations to flows at very high Reynolds numbers, and are well suited for examining self-similarity because the large-scale statistics of interest are insensitive to the exact form of the subgrid-scale flux models. In this paper, both direct and large-eddy simulation results are examined, and it is concluded that thermal mixing layers at wind tunnel Peclet numbers are not quite self-preserving, but that characteristics of self-similarity are observed when the Peclet number approaches infinity.
\[ E(k) = A \exp(Bk^{-4/3})k^{-5/3} \exp(Ck^{4/3}). \]  

The coefficients were adjusted in order to match the estimated laboratory rms velocity \( u_{\text{rms}} \) and integral length \( l \) at \( x/M = 20 \) (Ma and Warhaft report exact values for these parameters only at \( x/M = 100 \)), where \( M \) is the spacing of the turbulence generating grid. The simulation was advanced to \( x/M = 200 \) and the decay laws \( l \propto \frac{1}{(x-x_0)/M} \) and \( u_{\text{rms}} \propto \frac{1}{(x-x_0)/M} \) were fitted to the resulting data. Next, the DNS spectrum at \( x/M = 200 \) was rescaled to approximate the spectrum at \( x/M = 20 \), and the simulation run again. This process was repeated, with small adjustments to the initial spectrum and Reynolds number, until convergence was obtained and the laboratory value for \( m \) was matched, to the extent practical. It is interesting to note that \( x_0 \) computed

\begin{table}
\centering
\caption{Properties of the laboratory experiments.}
\begin{tabular}{|l|l|l|}
\hline
 & LaRue et al. & Ma and Warhaft \\
\hline
\hline
\( U/(\text{cm/s}) \) & 780 & 620 \\
\( u/U \) & 0.014 & 0.014 \\
\( \nu/U \) & 0.012 & 0.012 \\
\( \epsilon/(\text{cm}^2/\text{s}^3) \) & 361 & 361 \\
\( M/(\text{cm}) \) & 4 & 4 \\
\( l/(\text{cm}) \) & 1.66 & 1.66 \\
\( \lambda/(\text{cm}) \) & 0.620 & 0.620 \\
\( \eta/(\text{cm}) \) & 0.0549 & 0.0549 \\
\( R_{\text{Re}}=UM/\nu \) & 21010 & 9394 \\
\( R_{\text{e}}=u_{\text{rms}}/\nu \) & 84.8 & 84.8 \\
\( R_{\text{e}}=u_{\text{rms}}/\nu \) & 32.7 & 32.7 \\
Test section \( x/M \) & 21–67 & 62.4–132.4 \\
\hline
\end{tabular}
\end{table}
from $u_{rms}$ differed from that computed from $l$ by a significant amount during the first few iterations of initializing the field and advancing the simulation, but a single value of $x_0$ was suitable for both decay laws by the final iteration. The gross properties of the velocity field are compared with the laboratory data in Fig. 2(a).

The temperature field was initialized with an error function and allowed to evolve with the velocity field from $x/M = 25.4$ to $x/M = 33.5$. The resulting scalar field was reintroduced into the velocity field at $x/M = 25.4$, the simulation advanced to $x/M = 33.5$, and the process repeated until the width of the mean field equaled that estimated for the laboratory experiment, and the virtual origin of the scalar field coincided with that of the velocity field. The resulting scalar field has the desired large-scale properties and is roughly synchronized with the velocity field. The intent is to have a physically reasonable scalar field at $x/M = 62.4$, the location of the first laboratory data. The widths of the simulation and laboratory scalar fields are compared in Fig. 2(b).

The laboratory data\(^{6–8}\) indicate that the mean temperature profiles should approximately be error functions and should collapse to a single profile when scaled by $\delta$, at least to within the limit of experimental accuracy. The DNS profiles also collapse to a single error function-like form as shown in Fig. 3. The collapse over the full range from $x/M = 25.4$ to $x/M = 231$ encourages the thought that the flow is self-similar.

In Fig. 4 the mean temperature intensity profile, $I = \overline{\theta^2}$, for the DNS is shown, where $\theta$ is the temperature fluctuation and the overbar denotes a spatial average. For each downstream location, the profile is normalized by $I_{max}$, the peak intensity at that value of $x/M$. As with the mean temperature, collapse to a single profile is very good in the range $-1 < y/\delta < 1$. Superimposed on the plot are the approximate mean and range (solid line and error bars) of the data from three laboratory experiments.\(^{6–8}\) The deviation from perfect collapse exhibited by the laboratory data is somewhat greater than that of the DNS data.

The maximum intensity, $I_{max}$, versus downstream distance is shown in Fig. 5. In their paper, Ma and Warhaft show the effect on $I_{max}$ of a mismatch between the virtual origins of the temperature and velocity fields, and the DNS results exhibit the same behavior at low values of $x/M$. The fact that the DNS temperature field is not completely ad-
justed to the velocity field at the start of the simulation, due to the method used to initialize the simulation, and evidenced by the heat flux profiles discussed below, may also explain the rapid decrease in $I_{\text{max}}$ in the near field. Downstream of about $x/M = 50$, $I_{\text{max}}$ decays gently from 0.23 to 0.20, which is greater than the 0.19 reported by Ma and Warhaft, but generally less than the approximately 0.22 reported by LaRue et al.\textsuperscript{7}

In Figs. 6 and 7, the DNS and laboratory measurements of the temperature skewness and kurtosis are presented, where the skewness is defined as $Sk = \overline{\theta^3}/\overline{T^3}$ and the kurtosis as $Ku = \overline{T^4}/\overline{T^4}$. In the range $-1 < y/\delta < 1$, the agreement between the laboratory and DNS results is excellent; however, the DNS results have much higher peak values for both quantities than is observed in the laboratory. The DNS results could be in error, but the most common cause of DNS inaccuracy is insufficient small-scale resolution; this would probably cause low, rather than high, predictions for these moments of the temperature fluctuations, since the temperature fluctuations would tend to be damped by the numerical solution process. Furthermore, poor resolution would likely affect high order statistics of the velocity field, such as the velocity derivative skewness and flatness, but values for these quantities in the current simulations are consistent with those observed in numerous laboratory experiments.\textsuperscript{6,17} If the DNS results were in error due to the initial conditions, they should improve with downstream distance, but this is not the case. Another explanation for the discrepancy between the laboratory skewness/kurtosis and the DNS results is that the precision to which the temperature fluctuations can be measured in the laboratory is much lower than it is in the DNS. Ma and Warhaft report the rms noise in the instrumentation for measuring temperature to be 1/600 of the temperature difference across the layer, and only about 1/40 of $I$ at $y/\delta = \pm 1$. In contrast, the numerical precision of the DNS calculations is about 15 orders of magnitude smaller than $\Delta T$. It is especially noticeable in Fig. 7 that the scatter of the laboratory data is much greater on the right (low temperature) side of the plot, whereas the DNS data is approximately symmetric. This discussion suggests that the DNS data in Figs. 6 and 7 are more likely correct, and that the laboratory
data are inaccurate where the temperature levels are very low.

Finally, the normalized heat flux profiles, \( \frac{\overline{\theta}}{I_{\text{max}} \sqrt{\nu}} \), from the DNS are shown in Fig. 8 to very closely match the laboratory profiles for \( x/M > 50 \). Here, \( \nu \) is the fluctuation of the transverse component of the velocity. In the near field, the correlation between the temperature and velocity fields is low, but increases rapidly with downstream distance, consistent with the rapid drop in \( I_{\text{max}} \) displayed in Fig. 4.

IV. SIMILARITY SOLUTION

Given the relative simplicity of the thermal mixing layer, it is not unreasonable to expect the flow to develop in a self-similar manner, and demonstrating that the flow is self-similar is of important implications in turbulence modeling. In fact, a commonly used model for closing the Reynolds averaged Navier Stokes equations for the flow does allow a self-similar solution. Several researchers have explored the issue in depth with Ma and Warhaft, Lumley finally concluding that, while profiles of the mean scalar, scalar variance, and some higher moments of the scalar intensity collapse when plotted in similarity form, the mixing layer is not self-preserving. Ma and Warhaft argue that the flow is not consistent with self-similarity by demonstrating that the heat flux predicted by the similarity solution, which depends on the estimated growth rate of the layer thickness, differs significantly from the laboratory data.

To determine under what conditions a similarity solution for the mixing layer can exist, let \( x = x/M \) be the nondimensional streamwise coordinate, \( \U(\x) \) be the characteristic scale of the velocity fluctuations, \( \delta(x) \) be the length scale of the mean temperature field, and define the similarity variable \( \eta = y/\delta(x) \). Since it will not affect the discussion, the characteristic scale of the mean temperature (\( \overline{T} \)) is taken to be unity. Then assume the self-similar forms

\[
\overline{T} = F(\eta),
\]

\[
\overline{u} \overline{\theta} = \U(\x) G(\eta).
\]

Substituting (2) into the Reynolds averaged scalar transport equation, ignoring the molecular diffusion term, shows that \( \U \delta(\partial \delta/\partial x) \) must be constant for similarity to occur. Hence, if \( \U \equiv \x \) and \( \delta \equiv \x^n \), then \( m - n = 1 \) must hold if similarity exists. Inclusion of the molecular diffusion term in the transport equation yields the condition \( \U \delta = \text{constant} \). This further limits the similarity solution to the case of \( n = -1/2 \) and \( m = 1/2 \). Self-similar behavior is then not expected for the cases where \( \U \neq \x \) and \( n \neq -1/2 \). In particular, this applies to the cases of nondecaying turbulence and to the decaying turbulence of the experiment of Ma and Warhaft, in which \( m = 0.32 \) and \( n = -0.68 \).

The form of the similarity equation for the mean scalar, with \( (\cdot)' \) denoting a derivative with respect to \( \eta \), is

\[
-\frac{\partial \delta}{\partial x} \eta F' + \U G' = \frac{1}{\Pe M^2} F'' = 0,
\]

where \( \Pe M = \U M / D \) is the Peclet number, \( \U \) is the mean streamwise velocity, and \( D \) is the molecular diffusivity. In order to compute the similarity solution for the heat flux, as was done by Ma and Warhaft, it is necessary to determine \( G \), which can done by assuming a form for \( F \). Analysis of the laboratory data suggests

\[
F = \frac{1}{2} \text{erf}(\eta + 1),
\]

which is the same expression obtained by relating \( G \) to \( F \) through a constant eddy diffusivity and integrating (3).

Assuming that (4) is an adequate approximation for \( F \), using \( \U = A \x^m \), \( \U = B \x^{m-1} \), and (3), and noting that \( G(\eta \rightarrow \infty) = 0 \) yields

\[
G = \frac{A m}{2 \sqrt{\pi}} \left[ 1 - \frac{2}{\Pe M} \frac{\x^{1-2m}}{A^2 m} \right] \exp(-\eta^2).
\]

Only when \( m = 1/2 \) is \( G \) purely a function of \( \eta \), but it is informative to examine the conditions necessary for the \( x \)-dependence of \( G \) to be negligibly small, namely

\[
\frac{\x^{1-2m}}{\Pe M m} \ll 1,
\]

assuming \( A \) is order unity (\( A = 0.48 \) for the experiment of Ma and Warhaft). Clearly, as \( \Pe M \rightarrow \infty \), the \( x \)-dependence of \( G \) approaches zero for finite \( x \). For finite \( \Pe M \), the validity of (6) depends on the magnitude of \( m \). In decaying, homogeneous turbulence at laboratory Reynolds numbers, the characteristic length scale of the velocity field is proportional to \( x^m \) with \( m \approx 1/2 \). Ma and Warhaft show that the velocity and scalar length scales in the scalar mixing layer grow at approximately the same rate. Therefore, the exponent in (6) is positive and the \( x \)-dependence of \( G \) becomes more significant with increasing downstream distance. LaRue and Libby and LaRue et al. argue that the failure of the self-similar solution to match their laboratory data is due to an offset between the virtual origin of the velocity field and the virtual origin of the scalar field, and Ma and Warhaft explore this possibility experimentally by initializing the scalar field with a mandolin downstream of the grid. The implication of arguing that an offset in the virtual origin is the cause of the difference between the similarity prediction and the laboratory data for the heat flux is that, as downstream distance increases, the virtual origin error will become less significant, and similarity will be observed. Equation (6) suggests that the effects of finite \( \Pe M \) and \( x \neq 1/2 \) will cause the deviation between the similarity solution and the laboratory data to increase with downstream distance.

Even if it is assumed that \( G \) is not a function of \( x \), there remains the problem of determining the appropriate value of \( m \) from the laboratory data because \( \delta/\delta \) is not quite independent of downstream distance for the range of \( x/M \) measured. In computing the heat flux predicted by the similarity solution, Ma and Warhaft use \( m = 0.32 \), and note that this value results in a 25% difference between the heat flux on the centerline as predicted from similarity analysis, and that measured. They conclude from this that the flow is not consistent with self-similarity. Lumley approaches the similarity issue by assuming that the flow is not self-preserving, and
uses a Gram–Charlier expansion to compute the mean scalar profile as an error function plus a series of correction terms. He then integrates the heat flux profile to determine the streamwise derivative of $\delta$, for which the corresponding decay parameter at $x/M = 100$ is $m = 0.25$. Inserting $m = 0.25$ into (5) (with the molecular diffusion term omitted) results in a prediction of the centerline heat flux about 7% lower than in the data. Lumley includes several additional terms from the Gram–Charlier expansion to correct the prediction so that it very closely agrees with the data. The important point is that (5) is sensitive to $m$, and $m$ is difficult to determine from the laboratory data.

In the direct numerical simulations, $m$ can be determined with greater certainty than in the laboratory due to three factors. First, the virtual origins of the velocity and scalar fields are nearly aligned through the iterative procedure previously described, so that the residual mismatch in the virtual origins has a minimal impact on the growth of the layer width. Second, $\delta$ can be measured over a much larger range of $x/M$ in the DNS than in the laboratory, which allows the flow to be observed for $\int_{t_1}^{t_2} u_{rms}^2 dt = 4.4$, where $t_1$ and $t_2$ are the times at which the first and last data are measured, compared with about 1.5 for the data of Ma and Warhaft. The third factor is strictly a numerical one; in the DNS, $\delta$ can be computed at an almost unlimited number of downstream locations, compared with the relatively small number of points that can be collected practically in the laboratory. The layer growth rate is determined by computing the three parameters needed to fit $\delta = A [(x-x_0)/M]^m$ to the data. Since the value of $m$ is strongly influenced by the value of $x_0$, it is likely that $m$ will be more accurately determined when the curve fit involves a large amount of data, i.e., from the DNS data.

As was done for the laboratory data, the predictions for the heat flux from (5) are compared with the DNS data; the results are shown in Fig. 9 for $x/M = 231$. When molecular diffusion is taken into account, (5) predicts the measured flux very closely. If the Peclet number is taken to be infinite, the similarity solution overpredicts the measured values by about 4.5% on the centerline. The molecular diffusion term in the (local) scalar transport equation can also be computed at each point in the DNS field, and averaged to yield the diffusive transport profile; in the DNS, the molecular diffusion term is 4.7% of the turbulent transport term on average at the centerline at $x/M = 231$. In summary, the DNS data are almost self-preserving, but molecular diffusion effects are sufficiently large that the flow is not consistent with self-similar behavior.

V. LARGE-EDDY SIMULATIONS

The laboratory experiments of the scalar mixing layer have been limited to moderate Peclet numbers, so that testing theories based upon the infinite Peclet number against laboratory data is problematic. As noted above, limited wind tunnel length and difficulties aligning the virtual origins of the scalar and velocity fields also complicate the interpretation of experimental results. Large-eddy simulations, however, overcome all of these problems, and are well suited for examining self-similarity because the large-scale statistics of interest are insensitive to the exact form of the subgrid-scale flux models.

Chasnov$^{11}$ used LES to examine a passive field with and without a mean scalar gradient, and two related simulations are performed as part of our research to study the mixing layer. The same pseudo-spectral code used for the DNS is employed for these simulations, and the transport equations for momentum and scalar are augmented with a Smagorinsky term$^{22}$ to represent the subgrid-scale fluxes. In the first simulation, the velocity field is initialized with an energy spectrum proportional to $k^2$; the scalar field is initialized with an error function having a $\delta$ of 2 grid points. The numerical domain is $256 \times 256 \times 512$ grid points. The simulation evolves in time with molecular viscosity and diffusivity of zero and the subgrid-scale viscosity and diffusivity determined by the Smagorinsky model. At various times, the complete three-dimensional kinetic energy spectrum is estimated by fitting (1) to the resolved part of the spectrum computed by the LES, and $u_{rms}$ is computed from the curve-fit spectrum. From the $u_{rms}$ obtained in this manner, the velocity decay exponent is determined to be $n = -0.664$, which is very close to the value determined by Chasnov,$^{11}$ and is between the value of $-0.625$ found by Comte-Bellot and Corrsin$^{12}$ and $-0.67$ found by Warhaft and Lumley.$^{20}$ The growth exponent of the scalar profile width is $m = 0.345$.

In the laboratory experiments and DNS, it is convenient to test for self-similarity by comparing the predicted and actual profiles of the normalized heat flux. In the LES, this is not convenient because the subgrid-scale portions of the heat flux, of the intensity of the scalar fluctuations, and of the rms of the transverse velocity fluctuations all must be modeled, and products of modeled quantities may contain errors which bias conclusions drawn from them. In the LES, however, $\int_{t_1}^{t_2} u_{rms}^2 dt = 70$, which is such a long time that self-preservation can be determined directly by computing $m - n$ and comparing the result with the value required for similarity (unity). Fitting a power law to the LES data for


\[ \frac{\delta}{u_{rms}} \text{ yields } m-n = 1.008. \] The results of the simulation are summarized in Fig. 10, where \( t^* = t(u_{rms}/l)|_{t=0} \), and \( u_{rms} \) and \( \delta \) are scaled by their values at \( t^* = 1. \)

A second simulation is run with the initial kinetic energy spectrum proportional to \( k^4 \). The velocity decay exponent in this case is \( n = -0.718 \), which is slightly larger in magnitude than that determined numerically by Chasnov, but is very close to the theoretical value of \(-5/7\). The mean scalar profile width grows with \( m = 0.285 \), and the least-squares fit to the ratio \( \delta/u_{rms} \) yields \( m-n = 1.004 \). The results are summarized in Fig. 10. The large-eddy simulations indicate that the evolution of a scalar mixing layer in homogeneous, isotropic turbulence is consistent with the similarity solution determined by omitting the diffusion term in the scalar transport equation, i.e., \( m-n = 1 \), regardless of the rate at which the velocity field decays. Both the decay rate of \( u_{rms} \) and the spreading rate of the mean scalar profile remain constant as the length scales in the problem increase and the smallest length scale resolved in the LES becomes a smaller and smaller fraction of the integral length scale.

VI. CONCLUSIONS

The question of whether a temperature mixing layer evolves in a self-similar manner is of importance in developing and validating theories about scalar mixing. The simplicity of the flow encourages the thought that it is self-similar, but several laboratory experiments at moderate Peclet numbers have found that the flow is not self-preserving. This conclusion is based on the fact that the heat flux computed using the similarity-solution and the observed growth rate of the mixing layer is not consistent with the measured heat flux.\(^8\)

The DNS results are consistent with the laboratory findings that a mixing layer at a moderate Peclet number does not evolve in a self-similar manner. In the DNS, the growth rate of the mixing layer can be determined with greater confidence than in the laboratory experiment, and the difference between the heat flux consistent with similarity and that measured is only about 4.5%. For the Reynolds averaged transport equations, however, a similarity solution at a moderate Peclet number can only be attained for a specific kinetic energy decay rate, which is not observed in the laboratory. In the DNS, the molecular diffusive transport of the heat is computed directly, and found to be 4.7% of the turbulent transport, or approximately equal to the mismatch between the similarity solution and the measured heat flux. Two large-eddy simulations with the molecular diffusivity set to zero and different kinetic energy decay rates indicate that the mixing layer at a very high Peclet number does evolve in a self-similar manner, as expected from similarity analysis of the Reynolds averaged transport equations with the diffusion term omitted.

The results from this research, combined with those of the previously cited laboratory experiments by other researchers, suggest three conclusions concerning self-preservation of the thermal mixing layer: (1) the mixing layer at a moderate Peclet number is not self-similar due to the effects of molecular diffusion, (2) the mixing layer at a high Peclet number is self-similar, and (3) the small deviation from self-similarity expected in the laboratory data due to molecular diffusion is obscured because it is difficult to accurately determine the growth rate of the layer.\(^8\) In addition, the DNS data support the argument presented in another paper that isotropic turbulence can be accurately simulated,\(^10\) and the LES results demonstrate the value of that simulation technique in basic research.
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